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FOREWORD

In the realm of wireless communication, the ever-
increasing demand for spectrum resources has
given rise to a fundamental challenge - how to
effectively and efficiently allocate the limited
spectrum to a multitude of users and applications.
It is my distinct pleasure to introduce this
groundbreaking work, which delves into the
captivating book on “Efficient Allocation for
Cognitive Radio Networks."

As we embark on this intellectual journey, we find
ourselves at the intersection of cutting-edge
technology and the ingenious potential of
cognitive radio networks. Cognitive radio, with its
cognitive capabilities, promises to revolutionize
the way we perceive and utilize the radio
frequency spectrum. By sensing the environment,
adapting to varying conditions, and making
intelligent decisions, cognitive radio networks hold
the key to wunlocking previously untapped
spectrum resources, thus ushering in an era of
unprecedented spectral efficiency.

The author of this book has displayed a
remarkable grasp of the subject matter,
presenting a comprehensive exploration of the
intricacies involved in spectrum allocation for
cognitive radio networks. Their expertise and
dedication shine through the pages, making this
work an invaluable resource for researchers,
engineers, and enthusiasts alike.

The efficient allocation of spectrum resources has
far-reaching implications, extending beyond mere
technological advancement. It impacts the realms
of telecommunication, networking, and beyond,
with the potential to enhance connectivity, spur
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innovation, and improve the quality of life for billions
around the globe.

However, this pursuit is not without its challenges. Striking
a delicate balance between ensuring fair access for all users,
protecting incumbent systems, and maximizing spectral
utilization requires a nuanced approach. The authors tackle
these complexities head-on, offering insights and solutions
that chart a path towards the sustainable coexistence of
diverse wireless services.

As we immerse ourselves in the wealth of knowledge
contained within these pages, let us not forget the human
element that underpins these remarkable advancements.
The collaborative efforts, tireless research, and the shared
vision of a better-connected world have led to this
moment. It is a testament to the remarkable synergy
between human ingenuity and the transformative potential
of technology.

I extend my heartfelt appreciation to the author for their
remarkable contributions, to the institutions and
organizations that supported their endeavors, and to all
those who tirelessly pursue the frontiers of knowledge.
May this work serve as a guiding light, igniting curiosity,
fostering innovation, and propelling us ever closer to a
future where cognitive radio networks unlock the full
potential of the spectrum, benefitting humanity in ways
beyond our imagination.

With great enthusiasm and anticipation,

Dr. K M Sadyojatha
HOD ES&CE BITM Ballari
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PREFACE

In today's ever-connected world, wireless
communication has become the backbone of
modern society, enabling seamless interactions
and powering a myriad of applications and
services. However, as the demand for wireless
services continues to skyrocket, the finite radio
spectrum resources are being stretched to their
limits. The traditional approach of statically
allocating spectrum to specific users and services
is proving to be inefficient and unsustainable,
leading to spectrum scarcity and underutilization.

Cognitive Radio (CR) emerges as a promising
solution to tackle the spectrum scarcity challenge.
This revolutionary technology enables intelligent,
adaptive, and dynamic spectrum allocation,
allowing  unlicensed secondary users to
opportunistically access the underutilized or
unused portions of the spectrum while avoiding
interference with primary users. The efficient
spectrum allocation in Cognitive Radio Networks
(CRNs) presents an innovative paradigm shift that
promises to  revolutionize the  wireless
communication landscape.

This book is an exploration of the cutting-edge
techniques, principles, and methodologies that
underpin efficient spectrum allocation in cognitive
radio networks. My journey begins with an
introduction to the fundamental concepts of
cognitive radio and the key challenges faced in
spectrum management. [ delve into the spectrum
sensing techniques that enable cognitive radios to
detect and  identify  unused  spectrum
opportunities, ensuring that secondary users can
make well-informed decisions.

As T progress, 1 delve into spectrum sharing
mechanisms, cooperative spectrum sensing, and
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interference management techniques that allow CRNs to
coexist harmoniously with traditional wireless networks.
The book explore the various cognitive radio network
architectures and protocols that facilitate dynamic spectrum
access, promoting efficient utilization of the spectrum while
ensuring fairness among competing users.

Furthermore, this book examines state-of-the-art machine
learning and artificial intelligence techniques that empower
cognitive radios to learn from past experiences, adapt to
dynamic environments, and optimize spectrum allocation
strategies in real-time. It discuss the importance of policy-
based approaches in governing spectrum usage, along with
regulatory considerations and standardization efforts to
foster the widespread deployment of cognitive radio
technologies.

Throughout this book, we provide practical examples, case
studies, and simulations to illustrate the concepts and
demonstrate their real-world applicability. The book also
address the security and privacy challenges in cognitive
radio networks, acknowledging the need for robust and
secure spectrum allocation mechanisms.

The aim in writing this book is to present a comprehensive
guide that will serve as a valuable resource for researchers,
engineers, and practitioners working in the field of wireless
communications and cognitive radio. It is our hope that the
insights gained from this exploration will contribute to the
development of sustainable, efficient, and intelligent
spectrum allocation solutions, leading us towards a future
where spectrum scarcity is a thing of the past.

Let me embark on this journey together, as we navigate the
fascinating world of cognitive radio networks and shape
the future of wireless communications.

Dr. Fareduddin Ahmed J S

XIII



XIV



PROLOGUE

In the vast expanse of the digital age, the incessant
thirst for connectivity and communication
permeates every aspect of human existence. From
the early days of telegraphy to the advent of
cellular networks, the world has witnessed a
remarkable evolution of wireless communications.
However, with the increasing demand for wireless
services, a looming scarcity of the radio frequency
spectrum threatens to hinder progress and stifle
innovation.

Enter the realm of Cognitive Radio Networks
(CRNs), an innovative solution born out of the
pressing need for efficient spectrum utilization.
CRNs represent a paradigm shift in wireless
communication, where artificial intelligence and
machine learning are harnessed to enable dynamic
spectrum access and efficient spectrum sharing.

This tale delves into the heart of spectrum
allocation in  Cognitive Radio  Networks,
uncovering the intricacies and complexities that
govern the unseen battles for wireless frequencies.
Our journey traverses through the maze of
regulations, technical challenges, and policy
decisions that shape the landscape of CRNss.

Follow the trail of brilliant minds who dared to
challenge the status quo, as they embark on a
mission to unlock the hidden potential of the
electromagnetic spectrum. Witness how these
pioneers harness the power of cognitive radio
technology to sense, learn, and adapt,
transcending the limitations of traditional static
spectrum allocation.

As we embark on this odyssey, we will encounter
the clash of interests between government
agencies, telecommunication providers, and
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industry stakeholders vying for their share of the spectrum
pie. We will explore the delicate balance between
maximizing spectrum utilization while ensuring equitable
access for all.

Amidst the technical marvels and policy debates, we will
encounter the ever-present specter of security and privacy
concerns, threatening to cast a shadow over the utopian
promise of CRNs. Our protagonists must navigate through
these treacherous waters, for the stakes are nothing less
than the future of wireless communication.

In the pages that follow, we shall explore the brilliant minds
and visionary thinkers who stood at the crossroads of
innovation, determined to revolutionize the way we
communicate and connect. Through their trials and
triumphs, we shall witness the birth of a new era in
wireless communications - an era where spectrum
allocation is not confined to rigid boundaries, but an ever-
evolving symphony orchestrated by the minds of man and
the brilliance of machines.

So, dear reader, fasten your seatbelts and embark on this
riveting journey through the uncharted waters of spectrum
allocation in Cognitive Radio Networks. Brace yourself for
a whirlwind of technological marvels, policy intricacies, and
the relentless pursuit of a connected world where spectrum
scarcity shall be a distant memory and cognitive radios shall
reign supreme.
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1. INTRODUCTION

Radio spectrum is one of the scarcest and precious
assets, similar to real estate in current situation. Hence
there is growing competition in the telecommunication
field to acquire this scarce resource. The cognitive
radio(CR) in a general sense, exploits on the Moore’s law
for computational power in the electronic field. The
utilization of radio-frequency spectrum and the supervision
of radio emissions are managed by the national regulatory
body FCC (Federal Communications Commission), which
in its report says that the radio spectrum is highly
underutilized. The Federal Communications Commission
allocates spectrum to registered users, otherwise called
primary users (PUs), on long-lasting basis for a chunk of
region. However, a large segment of the allocated
spectrum remains underutilized as shown in Figure 1.1. To
plug this unproductive usage of radio spectrum resulted in
the development of dynamic spectrum access(DSA)
schemes [1], where the secondary users(SUs) with no
spectrum licenses, are allocated temporarily with the
unused spectrum.

In recent years, the FCC has been considering more
adaptable and widespread usages of the vacant RF
spectrum through CR technology [2]. The restrictions in
spectrum access because of the static spectrum licensing
scheme lead to unused spectrum called the spectrum holes
(Figure 1.2).
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Figure 1.1: Spectrum is wasted in sparse use and
medium use

&
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- Spectrum occupied by primary users
&  Spectrum holes (opportunities)
== Opportunistic spectrum access
Figure 1.2: Spectrum holes

The term cognitive radio was first defined in [3] as
“an intelligent wireless communication system that is
responsive to its ambient environment. such cognitive radio
will learn from the environment and adjust to the statistical
variations of the prevailing RF environment by altering the
transmission parameters (e.g. frequency band, modulation
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mode, and transmit power) in real-time. A CR network
allows us to form communication links between CR nodes.
The operating parameters can be altered according to the
variations in the environment, topology, operating
conditions, or user requirements”.

The official definition of Cognitive Radio is expressed
by Mitola in his Ph.D. thesis, as follows: “The term
cognitive radio identifies the point at which wireless
personal digital assistants (PDAs) and the related networks
are sufficiently computationally intelligent about radio
resources and related computer-to-computer
communications to: (a) detect user communications needs
as a function of use context, and (b) to provide radio
resources and wireless services most appropriate to those
needs”.

There are two key characteristics of the CR that can be
defined as follows:

. Cognitive capability: It denotes the capability of
the system to locate the information from its radio
environment. This capability can't just be
acknowledged by checking the signal energy in the
given frequency spectrum, yet increasingly complex
systems. The main capabilities of cognitive radio
include Sensing the environment, explore the sensed
data and Adapt to the working environment.

. Re-configurability: The cognitive capability gives
the spectrum information, whereas re-
configurability empowers the radio to be
dynamically programmed corresponding to the
radio environment [4]. Further, the CR can be
automated to send and receive signals at different
frequencies and to use distinctive transmission
methods in accordance to its system design.

A definitive goal of the CR is to get the best accessible
spectrum over cognitive capability and re-configurability as
discussed earlier. Since most of the radio spectrum is
already allocated, the main challenge is to assign the
unused spectrum with minimum allowable interference to
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the primary users as shown in Figure 1.2. The CR allows
the usage of the unused spectrum, which is referred to as a
spectrum hole or a white space [3].

The two types of cognitive behavior we consider are:

. Spectrum overlay (spectrum interweave):

The unlicensed users utilize the licensed spectrum
without causing interference to the primary or licensed
users. The signals from both these users operate
orthogonally to one another. The primary and secondary
users may operate on the same channel in such a manner
that guarantees that both licensed and unlicensed users
coexist on the same channel with least interference to one
another. The secondary users must be aware of their radio
environment to achieve the information of the spectrum
holes in the primary system. The interference avoiding
behavior with which the secondary users occupy the
spectrum holes, is referred to as spectrum overlay.

. Spectrum underlay:

The primary and secondary users operate on the same
channel, in such a way that the inflicted interference from
the secondary users to the primary users is within the
tolerable level defined by the Quality of Service constraints.
Such an interference controlling behavior is termed as
spectrum underlay in which the networks operate with
such low transmission powers, that they appear as channel
noise for the primary system. The requisite channel
awareness is information regarding the tolerable levels of
interference defined by primary QoS constraints along with
the information of the impact of the secondary user at the
primary receiver. Hence the secondary user system must be
aware of all the channel state information in the network.
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1.1 Background and Motivation

In the field of wireless communication radio spectrum is an
essential asset. All over the globe, spectrum usage is
regulated to maintain the vital services without harmful
interference. Conventional radio spectrum regulation has
leaned toward fixed long-term allocation of spectrum usage
in relatively large regions, usually centered on the wireless
technologies employed during decision making. Specifically,
the FCC has always allocated spectrum blocks for explicit
uses, and allotted licenses for these blocks to specific
parties. Although the fixed spectrum assignment scheme
has prompted numerous effective applications like, for
instance, broadcasting and cellular phones, it has also led to
nearly all of the available spectrum being allotted for
various applications. This has resulted in situation that there
is almost no spectrum left for the upcoming wireless
applications and services. Contrary to this several studies
indicate that the radio spectrum in highly underutilized.
Further reports show that even during the extreme usage
period of a convention held in 2004 in New York City,
only about 13% of the spectrum bands were utilized [5].
Similar spectrum underutilization pattern is reported from
several other events in the spectrum bands from 30 MHz
to 3 GHz [6]. These outcomes indicate that advanced
devices and services must exploit underutilized spectrum. A
great part of the early inspiration for cognitive radio
technology was in fact to achieve such opportunistic
spectrum access. This futuristic technology could
revolutionize the way spectrum is assigned worldwide.
Further, this could yield added bandwidth to cater to the
growing requirement for better quality and high bit rate
wireless products and services in the future.

1.2 Purpose of the research work

The idea of cognitive networks is fairly new and there
are numerous difficulties that need to overcome before
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spectrum allocated to licensed users. Of both hypothetical
and reasonable significance is the issue: what are the
principal boundaries of communication in a CR network?
Information theory gives an ultimate context for exploring
this question, as it incorporates a variety of tools required
for such fundamental studies. The boundaries obtained
defines yardsticks for the functioning of CR networks,
where researchers may assess the and get insight as to
which direction to carry out their design. The unproductive
usage of the scare radio spectrum leads to the development
of dynamic spectrum access(DSA) scheme. The basic
underlying concept of DSA/CR is to allow the secondary
users with no spectrum licenses to opportunistically utilize
the unused licensed spectrum. This has provided a
promising solution to re conciliate the conflicts between the
growing spectrum demand and its under utilization.

The simple core concept of CR is to allow secondary
users (SUs) to access in an opportunistic and non-
interfering manner some licensed bands temporarily
unoccupied by the primary users (PUs). Dynamic spectrum
sharing is a fundamental building block in time and space
sharing system. An intelligent radio communication system
can assess the spectrum availability and channel capacity,
and opportunistically re-program itself to optimum
resource  utilization while addressing interference
mitigation. Cognitive radio is an attempt in this direction. It
takes advantage of the waveform programmable hardware
platform also known as software-defined radio(SDR). One
of the main concern of radio communication is the energy
efficiency specifically in remote battery operated nodes. In
CR scheme, the main energy intense and essential
operation is spectrum sensing. It is now proved that
numerous challenging aspects still need to be further
investigated, making CR an open research area, such as
continuous spectrum handovers, interference avoidance,
spectrum sensing and allocation, energy efficiency etc.

1.3 Problem definition

The spectrum underutilization problem is the main
reason for the emergence of cognitive technology. Though
much of the work has done in CR to bridge the gap
between spectrum underutilization and spectrum demand

26



still there are many fundamental engineering issues that
need to be addressed further the existing work has failed to
address the concerns related to the sharing of the resources
on different channel fading. In this regard this study has
proposed efficient Multi level spectrum sensing and
optimized power control mechanism for hybrid
overlay/underlay transmission over different fading
channels. Further this book proposes novel algorithms and
analytical expressions for spectrum sensing and allocation
over different fading channels.

1.4 Objectives of the book

. To enable efficient utilization of the radio
spectrum.
. Designing innovative spectrum allocating

algorithms such that cognitive users can work
without causing excessive interference to the
primary users.

. To Develop joint sensing and allocation
strategies in CR Networks.

. Devising efficient resource allocation strategies
based on the spectrum occupancy of the primary
users.

. To Develop mathematical models for spectrum
sensing and allocation over fading channels.

. To provide highly reliable communication for
all users of the network whenever and wherever
needed.

1.5 Contributions of the book

Contributions made by this book in cognitive radio
networks is summarized as follows:

I Our proposed “FOX” scheme in chapter 4 is a
dual-phase spectrum sensing scheme followed by
optimized resource allocation for CR Networks.
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The scheme implements dual phase sensing the
“Fast”, phase followed by “Optimal” phase and then
“eXplore” for optimal power allocation. The crucial
features of the scheme are (1) Efficient spectrum
sensing with dual-phase signal detection which
lowers the probability of false alarm (2) Adaptive to
channel noise: Single phase at low noise (high SNR)
and dual phase at higher noise (low SNR) which
lowers the probability miss detection. (3) Flexible
resource allocation: by operating in both overlay
and underlay modes. The simulation results verify
the above scheme which outperforms the other
similar schemes in literature.

Although different studies have been carried out
on various features and functioning of energy
detector, not much has been done to analyze
different signal conditions under one platform. This
book analyzes three distinctive signaling conditions
over Rayleigh-fading and quantifies SNR, Number
of samples and P Using closed form expression of
Pd and Pf.

The radio resource allocation problem in
cognitive radio networks, has been considered and
the optimal power allocation strategies to achieve
the fundamental capacity limits of a secondary
network over different fading channels were
investigated. In particular, both the ergodic capacity
and the outage capacity are considered. Closed-
form expressions were derived for both scenarios.
Further the study considers both the peak and
normal transmitter power limitations set for the
secondary users as well as the interference power
limitations set by the primary user. The necessary
theoretical ~expressions of optimal resource
allocations were also derived for the above said
conditions. Furthermore, the analysis considers two
coexisting networks of primary and secondary users
which is hardly found in literature.
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4. The work carried out visibly follows a planned
approach to deal with the optimization of resource
such as bandwidth and transmit-power allocation
for Nakagami-m, LogNormal and Ricianfading
channels in cognitive radio networks. Initially, a
basic framework for optimization of resource
allocation was developed for a hypothetical case
under AWGN channel, then the expressions
obtained for this problem is then adapted to the
more specific channel fading such asRician,
Nakagami-m and LogNormal fading The necessary
theoretical ~ expressions of optimal resource
allocations were also derived for the Nakagami-m,
LogNormal and Ricianfading conditions. Simulation
provided verifies the optimization performed in
resource allocation such as bandwidth and transmit-
power for Nakagami-m, LogNormal and
Ricianfading channels.

5. Multistage detection with Direction of Arrival
(DOA) scheme for spectrum exploitation and
exploration which further decreases the miss-
detection and completely isolates the PU signal from
other signals. This approach isolates the PU signal
from the interference due to another SU or from
malicious user consequently reducing the probability
of missdetection.

1.6 Summary of the publications and
organization of the book

This dissertation emphasis on Efficient radio spectrum
sensing and resource allocation in cognitive radio networks.
With this goal a joint two level adaptive sensing and
dynamic power assignment technique for hybrid
overlay/underlay CR networks is proposed. Additionally an
innovative optimal power and bandwidth allocation scheme
is proposed for LogNormal, Nakagami-m, and Rician

29



fading channels in CR networks. The book consists of eight
chapters that are organized as follows:

Chapter2: This chapter outlines literature review of
spectrum sensing and assignment techniques in CR
networks. At First, the basic functioning of cognitive radio
approach is described followed by radio spectrum sharing
models. Next, various spectrum sensing methods are
described briefly along with their complexity and accuracy
comparison. The last part of this chapter describes the
spectrum sharing methods along with the challenges
involved.

Chapter3: In this chapter, an optimized modulation
scheme is proposed for Energy Detector to be used in
signal sensing [7]. The optimization is performed for
cognitive radio network over Rayleigh fading channel. The
study involves the performance evaluation of different
modulation schemes over Rayleigh fading channel. It is
verified from simulation results that the energy detector
works fine over Rayleigh fading channel in detecting the
signals under low noise. Further, the chapter analyzes the
relative variation of Bit Error Rate (BER) of the energy
detector over AWGN and Rayleigh channels.

Chapterg4: In this chapter, a multi-stage signal sensing
scheme with dynamic power sharing is proposed [8]. This
scheme implements noise adaptive dual phase signal
sensing, with one stage for lower noise channels and two
stages for higher noise channels, followed by optimal
power allocation. The key features of the scheme are (1)
Efficient spectrum sensing with dual-phase signal detection
which lowers the probability of false alarm (2) Adaptive to
channel noise: Single phase at low noise (high SNR) and
dual phase at higher noise (low SNR) which lowers the
probability miss detection. The pipelining feature of this
scheme overcomes the delay problem in sensing. (3)
Flexible resource allocation: by operating in both overlay
and underlay modes. The simulation results verify the
above scheme which outperforms the other similar
methods in literature.

Chapters: In this chapter, the optimization of the
spectrum exploration and exploitation processes in
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cognitive radio networks has been considered. Spectrum
exploration is the process of obtaining local awareness of
the spectrum state through spectrum sensing. The goal of
spectrum exploration is to find idle spectrum that can then
be exploited. Optimization of spectrum exploration includes
optimization of the whole spectrum sensing process that
determines which frequency bands are sensed, when they
are sensed and for how long and by which users, and how
are the sensing results from multiple users combined.
Spectrum  exploration is coupled with spectrum
exploitation. Spectrum exploitation addresses the questions:
what happens after idle spectrum has been found; and how
is the idle spectrum subsequently exploited? The chapter
investigates the direction of Arrival(DOA) technique
appended to dual phase sensing scheme [g] discussed in
chapter4.

Chapter6: This chapter addresses the dynamic
resource sharing issues in cognitive radio networks, where
in the secondary users utilize the radio spectrum allotted to
primary users. The proposed method employs the sum
ergodic capacity as the performance metric for the entire
network of SUs. The proposed work [10-12] articulates the
optimal power sharing schemes to reach the goal of
essential capacity bounds of SU network with Nakagami-
m, LogNormal and Ricianfading channels. Initially, a basic
framework for optimization of resource allocation was
developed for a hypothetical case under AWGN channel,
then the expressions obtained for this problem is then
adapted to the more specific channel fading such as Rician,
Nakagami-m and LogNormal fading states. The necessary
theoretical expressions of optimal resource allocations were
also derived for the Nakagami-m, LogNormal and Rician
fading conditions considering both ergodic capacity and
outage capacity. Moreover, the analysis considers two
parallel networks of primary and secondary users. Various
peak/average transmit power constraints at the secondary
users as well as the interference constraints defined by QoS
of primary user are taken into consideration. Simulation
provided verifies the optimization performed in resource
allocation such as bandwidth and transmit-power for
Nakagami-m, LogNormal and Rician fading channels.
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Chapter7: In this chapter conclusions of the
dissertation are drawn by summarizing the major research
challenges and by highlighting the important results
achieved.

Chapter8: Finally, this chapter outlines the future
work to be carried out.
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2. COGNITIVE RADIO
TECHNOLOGY

2.1 Introduction

The upcoming wireless systems are evolving towards the
ad hoc networks with ambiguous topologies and the main
perception in upcoming wireless technology is to develop
networks that are self-configuring, self-organizing, self-
optimizing, and self-protecting. It is henceforth, such
cognitive radio networks must learn and adapt instantly to
their working environment subject to the operational radio-
frequency, thus offering far required flexibility and
operational scalability.

SENSING: Real-time
wideband RF monitoring
ACTING: SU
communications

ANALYSIS: Real-
time processing

ADAPTATION:
Switch operating

Figure 2.1 Cognitive cycle for CR network.

35


https://bookedit.blueroseone.com/uploads/images/gallery/2023-07/coHIFTiQt4JFFxyQ-3.jpg

Furthermore, in order to adjust to their working
parameters consequently and intelligently, signal processing
is viewed to be the main phase in these sorts of systems.
To locate for a free radio spectrum, an individual SU ought
to experience through a subjective cycle beginning from
detection, analysis, adaptation, and action [1,2] as illustrated
in Figure 2.1. Among the four distinct phase of cognitive
cycle, sensing phase is more significant as the remaining
phases are depends on the sensed data.

2.2 Radio Spectrum access and Sensing:

In Cognitive Radio networks, the spectrum sensing
assumes a key position to achieve its full possibility of radio
spectrum usage in a real-time situation as the detected
signal state governs the functioning of secondary user
system. The SUs execute the sensing process for the
possible free radio spectrum, and then the received data is
analyzed to formulate the decision to use the channel.

The dynamic spectrum access(DSA) has become a
new idea contrary to static frequency allocation and
control. The DSA schemes can be roughly classified into
three categories as follows:

2.2.1 Dynamic Exclusive Use Model

This model is similar to a conventional model where
the service providers are given license for the exclusive use
of radio spectrum. Moreover, to have the flexibility to
enhance the spectrum efficiency, the model allows two
approaches:

. The licensees have full property rights to
choose technologies, and sell or lease their reserved
spectrum.

. Dynamic spectrum allocation in which service
providers exclusively allocated with the spectrum for
a particular area and time.
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2.2.2 Open Radio Spectrum Sharing
Model

This model involves wireless services operating in ISM
band similar to wireless local area network (WLAN), where
all nodes are given equal probability to access the channel.
However, the secondary users always choose the channels
with lower traffic, over those with higher traffic.

2.2.3 Hierarchical Radio Spectrum
Access' Model

This model comprises of a progressive system between
the authorized PUs and the secondary users. This model
allows secondary users or unauthorized users to operate on
primary spectrum opportunistically by ensuring that the
interference induced by the secondary users to the primary
users, is within the acceptable level defined by the QoS of
PU. Basically the model has two approaches: spectrum
overlay and spectrum underlay [3,4].

In the spectrum overlay model, the SUs will have to
identify the idle spectrum bands, which are not used by the
licensed system at a given time and location, and use those
idle bands dynamically. In the spectrum underlay approach,
the SUs are allowed to transmit with low transmit power.

Moreover, the dynamic spectrum sharing by the SUs in
a given spectrum band can be categorized as follows:

. Horizontal sharing, where SUs and PUs have
equal opportunities to access the spectrum such as
in wireless LAN operating in the ISM band at 2.4
GHz, and in order to improve the overall system
performance, SUs can choose the channels that
have less traffic or less number of users. In this
approach, SUs and PUs coexist in the system and
use the bands simultaneously.

. Vertical sharing, where SUs have less preference
over the PUs, and, thus, SUs must vacate the
spectrum as fast as possible once the licensed PUs
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are detected in the band. However, SUs can use the
spectrum with potential whenever they detect the
idle spectrum band. Moreover, in this approach, the
CR system needs the operator’s assistance.

2.3 Signal Detection Methods for
Spectrum Sensing

This section gives the review of different methods for
signal processing which are employed in spectrum sensing
for SUs. The CR system under consideration has two
parallel networks of primary and secondary users. The
secondary network performs spectrum sensing using a
relay with numerous sensors. Let there be K sensors, with
distance between two consecutive sensors bed=l,,/2, and

L is minimum detectable wavelength.

If the channel has no primary signal then it represents
a spectrum hole (H,), on the other hand the channel is

said to be occupied (H,) if the signal is detected. In either

case the channel has a steady noise Additive White
Gaussian Noise(AWGN). The received signal is given as

() = [ w;(n), Hy:channel free
Y = gisi(n) + w;(n), Hy: channel occupied

@1)

Two feasible hypotheses for PU identification that can
be written for the received signal are: H, whichrepresents

that channel is free from PU activity and H, specifies that

the channel is preoccupied by PU. In both hypotheses the
AWGN noise w(n) is assumed to be present on the
channel.

2.3.1 MF-Based Signal Detection

Matched Filter(MF) based detection is preferred when
the signal state information is known at the transmitter side
(SUs) [5]. This method is best suited under noisy channel
(low SNR). A simple MF-based detection uses threshold to
estimate the signal. Cabric et al. [6] used MF for pilot
signal and MF-based detection where the method assumes
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that the PU sends a pilot signal along with the data. The
MF achieves best results when the signaling details of the
signal to be received are known well in advance at the
receiver. Despite its best outcome, this method has more
drawbacks than merits: First, MF depends on the complete
knowledge of the PU information such as frequency of
operation, modulation employed etc., which are required to
be detected. As we know, CR will use wideband spectrum
wherever it finds the spectrum opportunities. Therefore, it
is almost impossible to have MF implemented in the CR for
all types of signals in the wideband regime. Second, this
method has high degree of complexity [18] as the CR
system requires the receivers to be equipped with all signal
types. Lastly, huge amount of power is lost these multi-
detection processes as SU devices scan the channel for
spectrum.

2.3.2 Covariance-Based  Signal
Detection

This is another method to detect the primary signal by
SUs. Zeng and Liang [7] proposed the covariance-based
signal detection technique whose core concept is to utilize
the covariance between signal and noise as the covariance
between signal and noise is generally distinct. These signal
and noise covariance characteristics are used to distinguish
signal from noise where the received signal's sample
covarjance matrix is calculated on the basis of the receiving
filter. The signal received in vector form can be written as

[19]

(]
(]

y=Gs+w i

Where is the channel-matrix over which the signal
travels. The covariance matrices for received signal and
noise are
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Here E[.] represents estimated value of [.]. In no signal
condition (s = 0), R; = o, and the off diagonal values of Ry

are all zeros. If signal detected (s # o) and its values are
correlated, then R, is no longer a diagonal matrix. Hence,

Ry, must have a few non-zero off-diagonal elements. Hence

This technique uses covariance matrix to detect the
presence of signal. That is, if all the off-diagonal values of
the matrix Ry are zeros, then the PU is not using the band

at that time and location, and otherwise, the band is not

idle.
2.3.3 Waveform-Based Detection

In this approach of signal detection, the parameters
concerning to the signal to be detected, such as preambles,
midambles, usual pilot patterns, and spreading sequences,
are usually utilized in radio communication systems to
assist detecting the signal presence. If the signal with
known pattern is found, the detection process can be
applied by correlating the received signal with a known
copy of itself [8], this method is referred to as waveform-
based detection (WBD). Tang [8] showed that with respect
to convergence time and reliability WBD method is far
better than energy-based detection. Further the efficiency
of the algorithm improves as the duration of the known
signal pattern increases. By considering the received signal
the calculation of the detection metric for this method is as
follows [8]:

N

N
Z y(n)s x f'n]:| = Z s(n)|? + Re

n=1 n=1

D = Re

N
Z(r‘[n)sx f'n]:| (2.1)

n=1

Where N is the length of the known pattern The
detection metric D for waveform-based detection in this
equation consists of two terms: the first term of the
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Therefore, we can conclude that when the PU is idle D in
Equation 2.4 will have only the second term that is only
noise, and when signal from PU is detected, then D will
have both terms in above equation. To detect the signal,
the metric D value can be compared to a certain threshold
value X and the signal detection is expressed as

Pa=P. (D> A|H)
Py = F.(D = A Hp)

where: , are the probability of signal detection and
probability of false alarm respectively. We note that the
threshold selection A plays an important role in this
detection strategy and can be estimated using noise
variance. Furthermore, the simulations by Cabric et al. [g]
show that WBD method have shorter signal detection
delays, but it is prone to errors.

2.3.4 Energy-Based Detection

One of the most common PU detection method in
spectrum sensing is Energy-based Detection (ED). This
method is viewed as one of the most common method of
signal sensing due to its ease of implementation and
computational simplicity [6]. Unlike in MFs and other
approaches, the receivers in this technique does not require
any prior knowledge such as frequency of operation,
modulation employed etc. of the PU signal to be detected.
The signal detection in this method involves comparing the
received signal with the predefined threshold value [10],
which in turn is estimated using channel state information.

Figure 2.3 show the implementation of energy-based
detection. In this method the signal is first converted from
analog to digital and then fast Fourier transform (FFT) is
applied. The output of the FFT process is squared, which is
then averaged to get test statistics. Based on the test
statistics, the absence or presence of the signal in the
particular band is identified. For energy-based detection
technique, Equation 2.1 shows the system model and the
decision metric is given as
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Figure 2.2: Digital implementation of energy-based
detection with periodogram: FFT magnitude squared and
averaged

Assuming the variance of AWGN o, and the variance
of the signal o, the decision threshold D follows chi-square

distribution with 2N degrees of freedom [10] and can be
modeled two hypotheses as follows:

D (ch lg,x'Ho _
= LI [
(cr_.‘ -50'1.- ) )L%_’\-'H]

)
=1

In this approach, the false alarm probability Py and the
true detection probability Py is computed by means of two

hypotheses and comparing with the selected threshold
value as in Equation 2.3. Again we note that the method
has some disadvantages such as, if the choice of threshold
value fails then this method results in poor detection
probability and increased false alarm, which causes
erroneous results at low SNR, and is incapable to
distinguish between PU signal and noise. In addition, this
approach does not work optimally for detecting spread
spectrum such as code division multiple access (CDMA)
signals [6].
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2.3.5 Cyclostationarity-Based

Detection

This approach has several merits over other signal sensing
methods in cognitive radio networks. This method exploits
the cyclo-stationarity features of the PU transmission
signals [11,12] to be detected. The digital implementation of
this approach is depicted in Figure 2.2. The method
basically explores the periodicity features of the PU signals.
Generally, the transmitted signals are stationary random
process; moreover, the cyclo-stationarity features, which
are the periodic features in the signal to be received such as
mean, autocorrelation etc., are introduced due to the
modulation of signals with sinusoid carriers, cyclic prefix in
orthogonal frequency division multiplexing (OFDM). Thus,
this technique can single out PUs’ activity on channel from
noise [11]. In a given frequency band, this method detects
the signals by using cyclic spectral correlation function
(SCF). The SCF for the detected signal can be obtained
from Eq 2.1as [11,12]

oo

Qo a (- —idnf (9 Q

Sy = E R_w(J]t (2.8])
T——00

y(t)—p| AD |yl Ko L Comelute [ ] Avme Ll Fene Ly

Figure 2.3: Digital implementation of cyclostationarity-
based feature detection

Where BT i the cyclic autocorrelation function

achieved by evaluating conjugate autocorrelation function
of s(n), with periodicity n and a denotes cyclic frequency.
We note that if a = o, the SCF becomes the power spectral
density (PSD). This technique results in maxima in cyclic
SCF whenever the signal is active in the specified frequency
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spectrum, which implies that the PU is active. If such a
maxima does not exist, the technique suggests that the
specified spectrum band is vacant or that at a specified
moment and place there is no PU present. Based on this
assessment, at a specified moment and place, SUs
recognize the absence or presence status of PUs in the
specific radio frequency band.

2.3.6 Random Hough Transform-Based
Detection

This method is borrowed from image processing field.
Random Hough transform is applied to a received signal to
identify the presence of PU transmission. Detecting curves
like straight lines, circles, and ellipses from an image is one
of the major tasks of image processing. These curves
frequently consist of sets of points in binary image data.
The Hough Transform (HT) is a sophisticated method of
extracting global features such as curve segments from
binary edge images. The Hough Transform and its
alternatives are normally used even though they are more
complex, expensive and memory consuming. The main
difference between the conventional Hough Transform and
the Random Hough Transform (RHT) for line detection is
that while a single pixel in the original image is mapped to
a curve in the parameter space in the Hough Transform, a
pair of pixels is mapped to a single cell in the parameter
space in the Random Hough Transform. Hence, when the
HT curves are mapped on the parameter space by means
of a function which produces all parameter groupings
compatible with both the detected pixel and the curve
model, the Random Hough Transform only generates a
small subset of all parameter combinations. Thus, The
RHT uses many-to-one mapping or converging mapping.

2.3.7 Centralized Server-Based Detection

In this method, a central server unit of the network
accumulates all the sensed data associated with channel
occupancy from SU radios, centrally sums the existing
information, and then disseminates this accumulated
information related to the channel state to all other SUs
[13,14]. When the SUs receive the aggregated information
related to spectrum occupancy, they adapt their
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transmission parameters according to the received
information. As the server collects the information from all
other users, this spectrum server is assumed to be just a
data accumulator lacking a built in spectrum sensing ability.
Hence the central server functions as an information fusing
node in cognitive radio network and plays no role in signal
detection. Furthermore, different SUs may sense the data
on the channel and send the same to their network server.
They participate in information collaboration. They decide
to utilize the spectrum dynamically depending on the
combined information received from a network server
instead of discretely sensed data.

2.3.8 External Detection

This technique is regarded as an alternative method to
centralized detection. similar to centralized detection, this
method, also requires that all SUs obtain the network
information through some detection agent [15]. These
external agents, performs signal detection as they are
equipped with additional signal detection capability by
means of signal detection sensors. Upon sensing the
spectrum, these agents, broadcasts the information
collected about the channel state to other SUs. Further, it is
important to point out here that unlike in centralized
detection the individual SUs are not equipped with signal
sensing capabilities. SUs do not have their signal detection
modules installed; even so, they can select which radio
frequency band to utilize and what specifications and
techniques to be employed for transmission. This strategy
also helps to resolve the miss detected PU dilemma and the
ambiguity due to fading owing to agent-based sensing [15].
Furthermore, this scheme is highly efficient in terms of
time, spectrum and power usage from the perspective of
CR systems as SUs have no signal detection capability [15]
as the spectrum sensing functions are executed by the
external agent. This strategy is often regarded as an ideal
model for the cognitive radio network to overcome the
technical problems; however, before suggesting it for
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application in the cognitive radio network, it is important to
perform the price-benefit assessment.

2.3.9 Distributed Detection

Unlike centralized and external methods, in Distributed
Detection SUs make their own decision based on the
sensing information and the status update from other
interacting SUs in the network. However, this method
requires individual SUs to have their own sensing units to
scan for the signal in their surrounding environment.
Consequently, we do not need a complex centralized
management infrastructure and it is more economical than
other methods. Rather than deciding on the utilization of
spectrum vacancies based on independently sensed
information, this strategy takes into account sensed data
from different participating SUs which are also seeking the
spectrum availability for their transmissions. This scheme
has high probability of true detection and low probability of
false alarm related to actual spectrum occupancy. Basically,
the distributed approach can be implemented in SU devices
by using spectrum load smoothing algorithms [16].

2.3.10 Location awareness and
geolocation

Location awareness and geolocation are at the core of
situational awareness in cognitive radio systems. Or, more
precisely, awareness of one’s location relative to the other
spectrum users is at the core of situational awareness since,
depending on the application, it may not be necessary for a
cognitive radio user to know its exact geographical
location; rather a location relative to the other users of the
spectrum may suffice. Nevertheless, location information
plays an important role in spectrum access and interference
management. The more accurately a secondary user knows
the locations of the other users of the spectrum and the
network topologies, the more accurately it can estimate the
level of interference caused to them by its transmissions
and subsequently adjust its transmission parameters
accordingly. Location information is also beneficial in
routing and scheduling problems. The capability to
understand propagation phenomena and detection
distances, primary user communication distances, and
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interference distances add to the location awareness and
allow for modeling areas of harmful interference, achieving
high data rates, as well as satisfying the interference
constraints. The question then arises: how can a cognitive
radio user obtain this location information? Outdoors, a
mobile secondary user may employ satellite positioning
techniques such as global positioning system (GPS) to
obtain its own geolocation. In some cognitive radio
applications this may already provide the secondary user a
wealth of information for efficient and effective spectrum
exploitation. For example, the reuse of digital TV frequency
bands is such an application. The TV broadcast towers are
located in fixed, static positions that are typically publicly
available. Hence, a cognitive radio user knowing its own
geolocation can easily determine the nearby TV broadcast
towers and the channels employed. However, in general,
the primary transmitter geolocations may not be available
in advance. Moreover, if the user is indoors or no GPS or
other satellite positioning system is available the user may
have difficulty in determining its own geolocation. Finding
out an unknown location of a wireless transmitter is a
challenging problem requiring advanced signal processing
algorithms. Moreover, reliable and accurate localization
requires distributed cooperative techniques. Various
proposed approaches include received signal strength-
(RSS) [17], time-of-arrival- (TOA) [18-22], direction-of-
arrival- (DOA) [33], and sensing result-based [23]
techniques. The above techniques can also be applied to
determine the locations of the other secondary users.
However, such information may be obtained through other
means as well, such as information exchange or mutual
ranging [24], provided that the secondary users in the
cognitive radio network cooperate with each other.

Finally, we would like to point out that the interference
in a wireless communication system is experienced at the
receiver and not at the transmitter, hence, knowing the
location of the primary receivers is much more beneficial
than knowing the location of the primary transmitters.
However, this is notoriously difficult if the receivers are
passive, as, for example, TV receivers are. In principle, even
passive receivers may be detected by exploiting the local
oscillator leakage power emitted by the RF front-end of a
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wireless receiver when a signal is received. However, the
typical leakage power is very low, limiting the detection
range to only a few meters at best. Thus, in applications
involving passive receivers, one may have to be content
with knowing only the locations of the primary
transmitters.

2.3.11 Wavelet-Based Detection

This method is frequently used for edge or boundary
detection in image processing. Tian and Giannakis [25]
used wavelets for detecting the edges in the PSD of a
wideband channel. This method is illustrated in Figure 5.10.
In this approach, signal spectrum is decomposed into
smaller non overlapping sub-bands to apply the wavelet-
based approach for detecting the edges in the PSD. We
note that the edges in the PSD are the divider of occupied
bands and non-occupied bands (or spectrum holes) for a
given time and location. Based on this information, SUs can
identify spectrum holes or opportunities and exploit them
optimally. Hur et al. [26] proposed another wavelet
approach for spectrum sensing by combining coarse and
fine sensing resulting in multiresolution spectrum sensing.
The basic idea is correlating the received signal with the
modulated wavelet to obtain the spectral contents of the
received signal around the carrier frequency in the given
band processed by the wavelet. By analyzing stretched
forms of the wavelet and scaling functions, wavelet has the
capability to tune time and frequency parameters [27]
dynamically. In addition, time resolution can be negotiated
and traded-off with high-frequency resolution for segments
of slow varying signal [27].

2.3.12 Multitaper ~ Spectrum
Sensing/Estimation

Thomson [28] proposed the multitaper spectrum
estimation (MTSE), in which the last N samples of the
received signal are accumulated in a vector-form and
denoted them as a set of Slepian base vectors. These
vectors are used to detect the spectrum opportunities in the
given spectrum band. The main idea of this approach is to
utilize its fundamental property, that is, the Fourier
transforms of Slepian vectors have the highest energy in
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the bandwidth (fc — W) to (fc + W) over a given sample
size [28]. After MTSE, by analyzing this feature, SUs can
identify whether there is spectrum opportunity. This
method is also regarded as an efficient method for small
sample spaces [29)].

2.3.13  Filter Bank-Based Spectrum
Sensing

This method is a simplified form of MTSE by
introducing only one prototype filter for each band and
was proposed for CR networks in [29]. The main idea of
FBSE is to assume that the filters at the receiver and
transmitter sides are a pair of matched root-Nyquist filters
H(z) as shown in Figure 2.3. Specifically, the FBSE was
proposed for multicarrier modulation-based CR systems by
using a pair of matched root-Nyquist filters [29]. The

approach for demodulation of the received signal with ith
subcarrier before it is processed through root-Nyquist filter
is presented in Figure 2.4.
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Figure 2.4: Demodulation of a received signal with i
subcarrier

2.3.14 Compressive Radio Spectrum
Sensing

Generally speaking, signals of interest are often sparse
in a certain domain and the number of samples needed to
estimate the signal may be much lower than the number
required to recreate the unknown scattered signal itself.
[30,31]. Thus, compressive spectrum sensing techniques
can effectively reduce the acquisition costs of high-
dimensional signals using compressive sensing for the
sparse signals [30,31,32]. By estimating the sparsity order
on the fly, compressed sensing can significantly lessen the
sampling costs while attaining the preferred sensing
accuracy [30], whereas in conventional spectrum sensing,
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each and every channel should be sensed in a sequential
manner, which consumes both battery life and time.

2.4 Comparison of Radio Spectrum
Sensing Methods

We presented several signal processing methods for
spectrum sensing applicable to CR systems. Among them
some methods are suitable for one system consideration
and technologies and others are suitable for different
system consideration and technologies. Note that there is
no such ideal and complete method available yet, which is
suitable for all kinds of technologies for CR systems in the
wideband regime. In this section, we compare the main
signal processing techniques for spectrum sensing in terms
of sensing accuracies and complexities. The different
methods of primary transmitter detection are presented in
Figure 2.5. Among them, MF gives the highest accuracies
with high complexity, which is due to implementation of
many MFs in SU devices for spectrum sensing in the
wideband regime.
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Figure 2.5 Comparison of different techniques for
spectrum sensing methods for spectrum overlay in terms of
sensing accuracies and implementation complexities.

However, energy-based detector is least accurate and
least complex since we do not need any special kind of
filters and the detector uses the energy of the signal during
the detection process. In terms of implementation
complexity, this approach is suitable for the CR system;
however, it is more prone to noise level and interference
from close proximity. Others are in the kind of middle in
terms of accuracy and complexities.

2.5 Spectrum assignment techniques

This section, reviews some of most common methods
employed for resolving the spectrum allocation problem in
CRNs. The channel assignment techniques employed by
the advanced channel allocation algorithms in CRNs are
game theory, linear programming (LP), nonlinear
programming (NLP), heuristics, network-based graph,
genetic algorithms, evolutionary algorithms and soft
computing.

2.5.1 Game theory

Game theory [33-37] is a mathematical framework
which consists of models and techniques that can be used
to analyse the iterative decisions behaviour of individual
units concerned. The goal of the channel allocation
algorithm based on game theory is to achieve the Pareto-
optimal solution for the issue of channel allocation. Game
theory has been commonly employed in cognitive spectrum
allocation algorithms as it is a strong mechanism for
decision-making which can be used for both cooperative
and non-cooperative SU decisions. Cooperative game is a
game in which all players are concerned about the general
advantages instead of their own private advantages. In non-
cooperative game each user is primarily worried about
their individual advantages and therefore all their choices
are made in a reactive and more selfish manner Usually a
cognitive SA game has three sets of components: players,
action space, and function(s) of the utility. Players select
their behaviour in ordinary games in a manner that
improves their private advantage or payoff. Most games
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achieve a state where no user can boost their utility
function, which implies that all utility functions have
reached a state of balance or stabilization. This state is
called the Nash equilibrium (NE). A game-theoretic model
is proposed in [38] that analyses the behaviour of SUs in
distributed adaptive CA.

2.5.2 Linear programming

The LP [26,40] scheme optimizes the linear objective
function subject to linear equality and linear inequality
constraints. The problem formulation in LP is easy and
simple. Some of the existing channel allocation algorithms
in CRNs utilize binary linear programming (BLP) and
mixed integer linear programming (MILP) to formulate the
problem. BLP solves problems when the variables are
limited to be either one or zero. In [41], the authors
consider a resource allocation (RA) scheme based on
interference minimisation (IM) in OFDMA-based CRNs
and formulate an optimisation problem. In this problem
they optimise sub-channel/power allocation, and rate
control, with an intent to minimise the sum interference
introduced to PUs, and assuring each user’s QoS. Second,
they simplify the RA problem as an integer linear
programming problem (ILP) by three steps and solve it by
ILP optimisation techniques easily. Tabassum et al. [42]
develop conflict graphs of link-band pairs to describe the
interference relationship among source-destination vehicle
pairs on different channels and determine independent sets
of vehicle pairs that can communicate simultaneously to
maximise the spatial reuse of the licensed channels. Finally,
they formulate a high throughput CA problem as a mixed-
integer linear programming (MILP) problem.

2.5.3 Nonlinear programming

NLP [43] attempts to overcome the channel
assignment optimisation problem, which is defined by
limitations of equalities and inequalities. The objective
function to be optimised or some of the constraints are
nonlinear. Pareek and Lee [44] use particle swarm
optimisation (PSO) to solve the mixed integer nonlinear
programming (MINLP) in an OFDMA-based two-way
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cognitive relay network that comprises of multiple source-
destination pairs and multiple relays. In [45], the authors
propose a cross-layer routing framework for centralised
multi-hop CRNs in TV white spaces. The problem is
mathematically modelled a mixed integer nonlinear
program  that requires an appropriate  solution
methodology.

2.5.4 Heuristics

Heuristic methods [46-49] are frequently employed to
expedite the process of spectrum assignment and to find
out an optimum solution swiftly in situations where an
comprehensive search is unrealistic. These does not involve
preventive assumptions of the optimisation routines and
they allow the use of models which are similar to real-
world problems. Heuristic methods provide a near-optimal
solution at reasonable computational cost for
algorithmically complex and time-consuming problems. El
Khatib and Salameh [50] propose a routing protocol,
STARD that maximises the capacity of the network while
minimising the number of channels allocated. The channel
assignment problem is a BQP NP-hard problem and their
method uses a heuristic to solve the problem in polynomial
time.

2.5.5 Network graph-based

It is possible to model each network as a graph where
the vertices relate to the mobile devices or nodes and edges
refer to the links between mobile devices. To solve graph-
based [51-53] spectrum assignment problems, several
methods are used. The methods are generally based on
building the network conflict graph that detects the
interference between neighbouring SUs. Graph colouring is
widely used in cognitive SA algorithms where the cognitive
radio network is mapped to a graph, which is either
unidirectional or bi-directional in accordance with the
characteristics of algorithm. The vertices represents the
SUs and the edges show the interference between the SUs.
In [66], the authors use conflict graph and graph colouring
concepts and propose a graph colouring-based dynamic
channel allocation (GC-DCA) algorithm which minimises
the network interference when the PUs and SUs share the

53



channel simultaneously. In [55], the authors solve the SA
problem as a graph colouring problem, while introducing
the CR specificity. In [54], the authors propose a graph
colouring algorithm for channel assignment. They also
design and simulate a VANET scenario and provide
numerical simulation results to delineate the possible
challenges of dynamic spectrum access (DSA) in cognitive
radio-enabled vehicular ad hoc networks (CR-VANETS).
Xiaoganget al. [57] propose a topology control algorithm,
ICGCA with the objective of bi-channel connected and
conflict free transmission. They also present an improved
MPH algorithm to make it re-connected, whose philosophy
is to give priority to the link on these nodes that have the
large path weights, and it has been shown that the
improved MPH algorithm can achieve connecting the
network while reducing the cost.

2.5.6 Soft computing

Another approach to solve SA optimisation problems
in CRN is through soft computing-based optimisation. In
this approach, for allocating resources to users within the
network various software/computer-based programming
have been used. The developed schemes use intelligent
techniques such as artificial intelligence, neural networks
and fuzzy systems.

2.6 Performance metrics

The fundamental performance limits of a cognitive
radio network define its best possible performance relative
to one or more specific metrics. Many different metrics can
be used to measure performance, such as capacity,
throughput, outage, energy consumption, as well as
combinations of these and other metrics. Since cognitive
radio networks exhibit significant dynamics (user
movement, data traffic, channel variations, etc.), these
dynamics must be taken into account in the definition of
the network performance metrics. The most common
fundamental performance limit for time-invariant
communication systems is Shannon capacity [58] - the
highest rate that can be achieved over a channel
asymptotically with least possible error. For single-user
channels the Shannon capacity is a number, the maximum
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data rate of the channel, as will be defined mathematically
in terms of the channel’s maximum mutual information in
the next section. For a multiuser (broadcaster multiple
access) channel Shannon capacity is a K-dimensional
region defining the maximum rates possible for all K users
simultaneously. Shannon capacity of wireless single-user
and multiuser channels is known in many cases, including
static and time-varying single-user, broadcast and multiple
access channels with noise, fading, multipath, and/or
multiple antennas. Time-varying channels are typically
modeled based on the notion of a channel state. The
channel state slices within a given set S of all possible
channel states, which may be discrete or continuous. For
stationary and ergodic time-varying channels, at any given
time the channel is assumed to be in state s with probability
p(s), and we denote the channel capacity in state s as C(s).
This model is also referred to as a composite channel [59].
The Shannon capacity or capacity region of a time-varying
stationary and ergodic channel with channel state known at
the receiver(s) is therefore called the ergodic capacity, since
it corresponds to the data rate or rate region in a particular
channel state (e.g., a particular fading value) averaged over
the probability distribution of the channel states (e.g., the
fading distribution):

Clorg = /C (s)p(s)ds. (2.9

When the channel state is known at the transmitter(s),
the transmission strategy and system resources are typically
adapted to the time-varying channel so that C(s) denotes
the capacity or capacity region of the channel in state s
with transmit parameters such as power and rate optimally
adapted over all channel states. An alternative performance
metric for stationary and ergodic time-varying channels is
outage capacity, whereby transmission to one or more
users is suspended in some channel states, deemed outage
states, and a fixed transmission rate is used in the non-
outage states. The average data rate associated with outage
capacity is then the maximum fixed rate that can be
achieved in non-outage states with asymptotically small
error probability, multiplied by the probability of non-
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outage (since the data rate is zero in outage states). The
maximum fixed rate for non-outage states is typically
determined based on the worst-case channel state that is
not an outage state and the outage capacity is given by

Cous = (1 — Foue) [1_11,,111 C (s) } (2.10)
ST ous

The outage capacity metric is based on the underlying
assumption that the transmitter knows the channel state
and hence can suspend transmission during outage states.
Thus, the transmission strategy is binary: no transmission in
outage states and fixed rate transmission in non-outage
states. Outage capacity cannot exceed Shannon capacity,
since the latter adapts transmission parameters such as
power and rate to each channel state. However, outage
capacity is a useful metric for applications, such as voice
and video, that require fixed-rate transmission. By allowing
for suspension of transmission in some states, outage
capacity achieves a higher average rate than if a single rate
must be maintained in all channel states, including very
poor ones.

Pou P Pog

(a)Continuous-state channel ~ (b) Two-state channel

Figure 2.6 Capacity versus outage probability for a
single-user channel.

When the channel state is unknown at the transmitter,
the performance metric used is capacity versus outage
probability. In this case the transmitter cannot adapt to
channel conditions; it therefore selects a given fixed rate R
(for single-user systems) or set of fixed rates R (for
multiuser systems) to transmit to the user(s). If the channel
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supports these rates, i.e., the rates are within the capacity or
capacity region of the channel under its realized channel
state, then the data are received without error; if not, errors
occur which are deemed a data outage. For single-user
channels the capacity versus outage probability metric takes
the form of a function characterizing the capacity C
associated with each outage probability Pout. The capacity
versus outage probability function, illustrated in Fig. 2.6a
for a continuous-state single-user channel, thus
corresponds to the transmitter’s data rate versus the
probability that this rate cannot be supported by a given
channel. The plot of C versus Pout is non decreasing with
Pout, since at high outage probability more of the bad
channel states need not support rate C, and hence a higher
capacity can be achieved in the non-outage states. Consider
now a finite-state channel, where the set of channel states S
is finite, and assume the states are ordered so that the
capacity C; in state 7 satisfies C; < C; for i<j. Then C

versus P . has a staircase shape with discrete increases for

each n such that , where p; is the probability of the ith

channel state. For example, in a two-state channel with
capacity C; for state i and state probability P, i= 1, 2, if C,<

C, then capacity versus outage is C2 for P_,> P, and Ci

for Pout < p1, as shown in Fig. 2.6b. Note that when the
channel is non ergodic, such that the channel state is
chosen at random from the set S and remains constant for
all time, the channel is referred to as a compound channel
In this case the «capacity generally corresponds to
achievable rates associated with the worst-case channel
state [72]. Capacity results are much more limited for
general cognitive radio networks with multiple sources and
multiple destinations, even for simple static models. For a
K-node network where each node is both a source and a
destination, the capacity is a K x (K - 1)-dimensional
region defining the maximum rates achievable between all
node pairs. Such regions are typically characterized by two-
dimensional slices, which define the maximum rates
between two source—destination pairs in the network.
More general capacity regions whereby one source sends
data to multiple destinations, also called multicasting, can
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include multi-hop routing via relaying, whereby
intermediate nodes relay data toward their final destination.
Such relaying can increase the achievable data rates for the
network as well as other performance metrics, often
significantly [61]. Other advanced capabilities in the system
design, such as power control, multiple frequency bands to
enable frequency reuse (the reuse of the same frequency at
spatially separate locations), and interference cancellation
can further increase network performance. This is
illustrated in Fig. 2.7 (from [61]), where a two-dimensional
capacity region slice for a five node network is illustrated
for different design assumptions about the network. We see
from this figure that spatial reuse of frequencies, multi-hop
routing, and interference cancellation all significantly
increase the achievable rates within this slice. The Shannon
capacities for many of the most basic wireless networks,
including the three-node relay channel and the four-node
interference channel, illustrated in Fig. 2.7, have remained
open problems for decades. This makes it unlikely that the
capacity region can be obtained exactly for these and other
similar networks, especially when the number of users is
larger than in these canonical examples. Instead, capacity
regions are often characterized by their upper and lower
bounds rather than the exact region (where these bounds
meet). Lower bounds are easier to obtain than upper
bounds, as any communication scheme yields an achievable
rate. Upper bounds are more difficult to obtain as they
must contain all achievable rate regions. Fano’s inequality is
the most common tool used to obtain capacity upper
bounds [74]. There has also been substantial improvement
on deriving capacity scaling laws, which describe how the
maximum sum of user rates scales in an asymptotically
large network [63]. Moreover, these laws offer just one
point, the sum-rate point, on the K x (K — 1)-dimensional
network capacity region.
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Figure 2.7 Simple ad hoc networks for which capacity is
unknown.

In particular, a network’s scaling law defines how the
ratio of the sum-rate divided by the number of users
behaves in an asymptotically large network. The sum-rate
point, i.e., the point on the capacity region corresponding
to the maximum sum of user rates simultaneously
achievable, can also be of interest for finite-size networks,
especially symmetric networks where this point defines the
maximum symmetric rate per user. Similarly, interference
alignment can achieve the sum-rate point in interference
networks, but fail to attain full capacity region [64, 65].
Cognitive radio networks are wireless networks where
secondary users overhear the transmissions of primary
users in the network and use that information in their
encoding and decoding. From a Shannon capacity
perspective, the two-user cognitive radio channel is a
generalization of the two-user interference channel of Fig.
2.7 in that information about the primary user (source-
destination pair 2) is assumed known by the secondary
user (source—destination pair 1). In particular, for the
underlay paradigm source 1 knows the amount of
interference it causes to destination 2; for the interweave
paradigm sourcer knows the activity of source 2 across
time, space, and frequency dimensions (possibly through
coordination with destination 1) and refrains from
transmitting in those dimensions when the primary user is
active; for the overlay paradigm source 1 is assumed to
know the data sequence and encoding scheme of source 2
along with network channel gains, and uses that
information in its encoding. The cognitive radio network
performance region where capacity is not the only
performance metric of interest. Indeed, delay (average,
maximum, tail probability, or the entire delay distribution)
is an important metric for many applications. Furthermore,
wireless channels may show improved rates if some outage
or error is allowed (Shannon capacity regions assume zero
outage). Further as the system constraints on average delay
and outage are relaxed, capacity increases. Note that
transmit power is not explicit in this performance region
but rather is a parameter of the underlying model. Other
model parameters might include available bandwidth,
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number of antennas at each node, and complexity
limitations. The capacity metric generally increases as delay
and/or outage increase, as indicated in the figure, since this
entails a relaxation of system constraints. Shannon capacity
generally assumes infinite delay and zero outage. Outage
capacity and capacity versus outage have been well studied
for point-to-point and multiuser channels, but there are
few fundamental outage results for general wireless
networks, where outage can be declared for any subset of
node pairs within the network. For systems with multiple
degrees of freedom, i.e., multiple dimensions over which to
transmit data, the tradeoff between different performance
metrics can be characterized more formally. In such
systems some degrees of freedom can be used for diversity
whereby the same information is sent over multiple
dimensions for robustness to errors and outage. Other
degrees of freedom can be used for multiplexing; whereby
independent data are multiplexed over independent
channels enabled by the multiple degrees of freedom. The
multiple dimensions associated with degrees of freedom are
typically obtained via space, time, and frequency. Time and
frequency degrees of freedom are obtained by dividing the
total signaling dimension into orthogonal time and
frequency slots. The spatial dimension is obtained via
multiple antennas at the transmitter and receiver (MIMO)
systems. For single-user MIMO systems, Zheng and
Tse[66] developed a fundamental diversity—multiplexing
tradeoff (DMT) in the limit of asymptotically large signal-
to-noise power ratio (SNR). The multiplexing gain r in this
setting is defined as the number of degrees of freedom
utilized for data transmission: more formally, the constant
that precedes the log function in the bandwidth-normalized
capacity expression (called the capacity pre-log). Diversity
gain d is defined as the negative of the slope of the
probability of error curve as a function of SNR at a fixed
transmission rate.

I The  diversity-multiplexing  tradeoff  at
asymptotically high SNR was shown to obey the
simple expression d(r) = (M, — r)(M; - r), where
M, and M, are the number of transmit and receive

antennas, respectively. The DMT region has also
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been investigated for broadcast, multiple access, and
relay channels. The single user region was also
extended to include delay, creating a performance
region called the diversity-multiplexing—delay
tradeoff (DMDT) region [67]. In this work the
delay tradeoff is introduced by automatic-repeat-
request (ARQ), which provides robustness by
identifying data received in error and requesting a
retransmission of such data. This introduces
diversity in the time domain at the expense of delay
in the request for are transmission. The DMDT has
also been extended to multi-hop networks with
ARQ, where delay is caused by both queueing and
ARQ retransmissions. The number of ARQ
retransmissions invokes a diversity—delay tradeoff,
and these retransmissions must be optimally
allocated between all hops in the network as well as
in the end-to-end link to achieve the optimal
DMDT tradeoff. The DMDT of multi-hop
networks under hierarchical cooperation, whereby
the network is stratified into tiers and cooperation
takes place within a tier, has also been characterized
in [80]. While capacity, delay, and outage are key
performance metrics for most wireless networks,
they are not the most critical metrics for every
system. For example, nodes powered by non-
rechargeable batteries, as is typical in sensor
networks, have energy consumption as a critical
metric. Shannon-theoretic analysis was used in [69]
to obtain fundamental results for capacity per unit
energy (cost) of point-to-point, multiple access, and
interference channels. Since this landmark paper
there have been many follow on works examining
capacity per unit cost under different channel
conditions, different input alphabet constraints, and
different single and multiuser channel models. The
most relevant for wireless networks are [70, 71]
(and the references therein). The first of these
works develops the bits-per-joule capacity of
wireless networks, a scaling law that defines the
maximum total number of bits that the network can
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deliverer joule of transmit energy deployed into the
network. This scaling law is found to be for y the
common path loss exponent of all channels and K
the number of nodes in the network. The
assumptions used to obtain this energy scaling law
are similar to those used to develop capacity scaling
laws. The second paper takes a unique approach
relative to most work on minimum energy per bit; it
considers total energy consumption - transmit
energy plus circuit energy - as opposed to just
transmit energy. In particular, [70] derives the
tradeoff between total energy consumption and
end-to-end data rate in wireless multi-hop
networks, assuming interference treated as noise
and orthogonal scheduling of user transmissions.
The inclusion of circuit energy, which can include
the energy associated with analog front-end
electronics as well as signal processing hardware,
can change the nature of the energy-rate tradeoff
dramatically when transmit power does not
dominate total energy consumption (e.g., at
relatively short transmission distances). For example,
sophisticated codes and multiple antenna techniques
can save transmit power but increase circuit power.
Similarly, in multi-hop routing, using intermediate
nodes to forward data saves total transmit power
but increases circuit power due to intermediate
node processing. Thus, optimizing energy
consumption in networks depends heavily on
transmission  distances (since transmit power
dominates circuit power at large distances but not
at small ones), as well as the precise models for
circuit energy consumption associated with the
different hardware blocks of a transceiver.
Characterizing the tradeoffs between energy
consumption and other network performance
metrics has generally been hampered by a lack of
fundamental energy consumption models for
hardware. Hence, a fundamental characterization of
such tradeoffs remains largely an open problem.
Robustness is also important for many systems, yet
it is not clear how to capture robustness in a
mathematical metric. Information-theoretic tools are
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not always  well-suited to  characterizing
fundamental performance limits in networks that
have bounded delay, complexity, and power. In [72]
a new theoretical framework is proposed to
determine fundamental performance limits of
wireless networks based on an interdisciplinary
approach that incorporates Shannon theory along
with network theory, combinatory, optimization,
stochastic control, and game theory.

Rohitha Ujjinimatad and Siddarama R Patil,
“Sensing Algorithm for Cognitive Radio Networks
Based on Random Data Matrix, ” International
Journal of Computer Application (IJCA), Vol. 62
No. 3, January 2013, pp. 32-37. ISSN:og75-
88872006.

W. Thomas, L. A. DaSilva, and A. B.
MacKenzie, “Cognitive Networks,” Proceedings of
the 1st IEEE International Symposium on New
Frontiers indynamic Spectrum Access Networks,
Baltimore, MD, November 2005,pp. 352-360.

Zhao and B. M. Sadler, “A Survey of Dynamic
Spectrum Access,” [EEE Signal Processing Magazine,
vol. 24, no. 3, pp. 79-89, May 2007.

B. Rawat and D. Popescu, “Precoder Adaptation
and Power Control for Cognitive Radios in Dynamic
Spectrum Access Environments,” IET
Communications, vol. 6, no. 8, pp. 836-844, 2012.

G. Proakis, Digital Communications, 4th edn.
Boston, MA: McGraw-Hill,2000.

Cabric, S. Mishra, and R. Brodersen,
“Implementation Issues in Spectrum Sensing for
Cognitive Radios,” Asilomar Conference on Signals,
Systems and Computers, Pacific Grove, CA, June

2004, pp. 772-776.

Zeng and Y.-C. Liang, “Spectrum-Sensing
Algorithms for Cognitive Radio Based on Statistical

63



I0.

II.

12.

13.

14.

I5.

16.

Covariances,” IEEE Transactions on Vehicular
Technology, vol. 58, no. 4, pp. 1804-1815, 20009.

Tang, “Some Physical Layer Issues of Wide-
band Cognitive Radio Systems,” [EEE International
Symposium on New Frontiers in Dynamic
Spectrum Access Networks, Baltimore, MD, June

2005, pp. I15I1-159Q.

Cabric, A. Tkachenko, and R. Brodersen,
“Spectrum Sensing Measurements of Pilot, Energy,
and Collaborative Detection,” Proceedings of the
IEEE  Military =~ Communication Conference,
Washington, DC, October 2006, pp. 1-7.

Urkowitz, “Energy Detection of Unknown
Deterministic Signals,” Proceedings of the IEEE, vol.

55, Pp- 523-531, April 1967.

Oner and F. Jondral, “Air Interface Identification
for Software Radio Systems,” AEU International
Journal of Electronics and Communications, vol. 61,
no. 2, pp. 104-117, February 2007.

Gardner, “Exploitation of Spectral Redundancy
in Cyclostationary Signals,” IEEE Signal Processing
Magazine, vol. 8, no. 2, pp. 14-36, 1991.

Yates, C. Raman, and N. Mandayam, “Fair and
Efficient Scheduling of Variable Rate Links via a
Spectrum  Server,” Proceedings of the IFEE
International Conference on communications,
Istanbul, Turkey, June 2006, pp. 5246—-5251.

A. Weiss and F. K. Jondral, “Spectrum Pooling:
An Innovative Strategy for the Enhancement of
Spectrum  Efficiency,” IEEE  Communications
Magazine, vol. 42, no. 3, pp. S8-S14, March 2004.

Han, R. Fan, and H. Jiang, “Replacement of
Spectrum Sensing in Cognitive Radio,” IEEE
Transactions on Wireless Communications, vol. 8,
no. 6, pp. 2819—2826, 2009.

Berlemann, S. Mangold, G. R. Hiertz, and B. H.
Walke, “Spectrum Load Smoothing: Distributed

64



17.

18.

19.

20.

21.

22.

23.

24.

Quality-of-Service Support for Cognitive Radios in
Open Spectrum,” European Transactions on
Telecommunications, vol. 17, pp. 395-406, 2006.

Kim, H. Jeon, and ]. Ma, “Robust localization
with unknown transmission power for cognitive
radio,” Proc. IEEE Military Communications Conf.
(MILCOM 2007), Orlando, FL, Oct. 29-31, 2007.

Celebi and H. Arslan, “Adaptive positioning
systems for cognitive radios,” Proc. 2nd IEEE Int.
Symp. New Frontiers in Dynamic Spectrum Access
Networks (DySPAN 2007), Dublin, Ireland, Apr.

17-20, 2007, pp. 78-84.

Celebi and H. Arslan, “Cognitive positioning
systems,” IEEE Trans. Wireless Commun., 6, no. 12,

4475- 4483, Dec. 2007.

Gezici, H. Celebi, H. V. Poor, and H. Arslan,
“Fundamental limits on time delay estimation in
dispersed spectrum cognitive radio systems,” IEEE
Trans. Wireless Commun., 8, no. 1, 78-83, Jan.
2009.

Kandeepan, S. Reisenfeld, T. C. Aysal, D. Lowe,
and R. Piesiewicz, “Bayesian tracking in cooperative
localization for cognitive radio networks,” Proc.
69th IEEE Vehicular Technology Conf. (VTC 2009-
Spring), Barcelona, Spain, Apr. 26-29, 2009.

Kocak, H. Celebi, S. Gezici, K. A. Qarake, H.
Arslan, and H. V. Poor, “Time delay estimation in
dispersed spectrum cognitive radio systems,”
EURASIP J. Adv. Signal Process. Special Issue on
Advanced Signal Processing for Cognitive Radio
Networks, 2010, Article ID 675959, 10
pages,2010.

Ma, W. Chen, K. B. Letaief, and Z. Cao, “A
semi range-based iterative localization algorithm for
cognitive radio networks,” IEEE Trans. Veh.
Technol, 59, no. 2, 704-717, Feb. 2010.

Haghparast, T. Abrudan, and V. Koivunen,
“OFDM ranging in multipath channels using time

65



25.

26.

27.

28.

29.

30.

3L

reversal method,” Proc. 1oth IEEE Int. Workshop
Signal  Processing  Advances for  Wireless
Communications (SPAWC 2009), Perugia, Italy,
June 21-24, 2009, pp. 568-572.

Tian and G. B. Giannakis, “A Wavelet Approach
to Wideband Spectrum Sensing for Cognitive
Radios,” Proceedings of the IEEE International
Conference on Cognitive Radio Oriented Wireless
Networks and Communications, Mykonos, Greece,
June 2006, pp. 1054-10509.

Hur, J. Park, W. Woo, K. Lim, C. Lee, H. Kim, ]J.
Laskar, S. Center, G. Tech, and G. Atlanta, “A
Wideband Analog Multi-Resolution ~ Spectrum
Sensing (MRSS) Technique for Cognitive Radio
(CR) Systems,” Proceedings of the IEEE
International Symposium on Circuits and Systems,
Island of Kose, Greece, 2006, p. 4.

Lakshmanan and H. Nikookar, “A Review of
Wavelets for Digital Wireless Communication,”
Wireless Personal Communications, vol. 37, no. 3,
pp- 387-420, 2006.

J. Thomson, “Spectrum Estimation and
Harmonic Analysis,” Proceedings of the IEEE, vol.
20, pp. 1055-1096, 1982.

Farhang-Boroujeny = and R. Kempter,
“Multicarrier =~ Communication —Techniques for
Spectrum  Sensing and Communications in
Cognitive Radios,” IEEE Communication Magazine,
vol. 48, no. 4, pp. 80-85, 2008.

Wang, Z. Tian, and C. Feng, “Sparsity Order
Estimation and Its Application in Compressed
Spectrum Sensing for Cognitive Radios,” IEEE
Transactions on Wireless Communications, vol. 11,
no. 6, pp. 2116-2125, 2012.

Yin, Z. Wen, S. Li, J. Meng, and Z. Han,
“Dynamic Compressive Spectrum Sensing for
Cognitive Radio Networks,” Proceedings of the

66



32.

33.

34.

35

37-

38.

IEEE CISS, Baltimore, MD, March 23-25, 2011, pp.
1-6.

Wang, Z. Tian, and C. Feng, “A Two-Step
Compressed  Spectrum  Sensing Scheme for
Wideband Cognitive Radios,” Proceedings of the
IEEE Globecom Conference, Miami, FL, December
2010.

Byun, S., Balasingham, 1. and Liang, X
“Dynamic spectrum allocation in wireless cognitive
sensor networks: improving fairness and energy
efficiency”, IEEE 68th Vehicular Technology
Conference, Calgary, BC, pp.1-5. 2008

Hongshun, Z. and Xiao, Y. “Advanced dynamic
spectrum allocation algorithm based on potential
game for cognitive radio”, 2nd International
Symposium on Information Engineering and
Electronic Commerce (IEEC), pp.1-3, IEEE. 2010

Zhang, X-C. and He, S-B. (2010) ‘A game
algorithm of dynamic spectrum allocation based on
spectrum difference’, The 1gth Annual Wireless and
Optical Communications Conference, pp.1—4.

Wu, Z., Cheng, P., Wang, X., Gan, X., Yu, H.
and Wang, H. (zo11) ‘Cooperative spectrum
allocation for cognitive radio network: an
evolutionary ~ approach’,  IEEF  International
Conference on Communications (ICC), Kyoto,

pp.1-5.

Li, Y-B, Rui, Y. and Fang, Y. (2010) ‘Non-
cooperative spectrum allocation based on game
theory in cognitive radio networks’, IEEE Fifth
International Conference on Bio-Inspired
Computing: Theories and Applications (BIC-TA),
Changsha, pp.1134-1137.

Nie, N. and Comaniciu, N. (2006) ‘Adaptive
channel allocation spectrum etiquette for cognitive
radio networks’, Mobile Netw. Applicat., Vol. 11, No.

6, PP-779-797-

67



39-

40.

42.

43

44.

45.

46.

Irwin, R.E., MacKenzie, A.B. and DaSilva, L.A.
(2013) ‘Resource-minimized channel assignment for
multi-transceiver cognitive radio networks’, IEEE J.
Sel. Areas Commun., Vol. 31, No. 3, pp.442-450.

Yu, L., Liu, C. and Hu, W. (2010) ‘Spectrum
allocation algorithm in cognitive ad-hoc networks
with high energy efficiency’, The International
Conference on Green Circuits and Systems,

Shanghai, pp.349-354.

Liu, M., Song, T., Zhang, L. and Hu, J. (2016)
‘Interference minimization approach for joint
resource allocation in cognitive OFDMA networks’,
IEEE 83rd Vehicular Technology Conference (VIC

Spring), Nanjing, pp.1-5.

Tabassum, M., Razzaque, M., Hassan, M,
Almogren, A. and Alamri, A. (2016) ‘Interference-
aware  high-throughput  channel  allocation
mechanism for CR-VANETSs’, EURASIP Journal on
Wireless Communications and Networking, Vol.
2016, No. 1, p.2.

Chen-li, D., Guo-an, Z., Jin-yuan, G. and Zhi-
hua, B. (2009) ‘A route tree-based channel
assignment algorithm in cognitive wireless mesh
networks’, International Conference on Wireless
Communications and Signal Processing, Nanjing,

pp.1—-5.

Pareek, U. and Lee, D.C. (2011) ‘Resource
allocation in bidirectional cooperative cognitive radio
networks using swarm intelligence’, IFEE
Symposium on Swarm Intelligence, Paris, pp.1-7.

Salah, A., El-Atty, H.A. and Rizk, RY. (2015)
‘Cross-layer routing optimization for centralized
multi-hop  cognitive radio  networks’, 11th
International Computer Engineering Conference
(ICENCO), Cairo, pp.25-31.

Saleem, Y., Bashir A., Ahmed, E., Qadir, J. and
Baig, A. (2012) ‘Spectrum-aware dynamic channel
assignment in  cognitive radio  networks’,

68



47.

48.

49.

50.

52.

53

54.

International Conference on Emerging
Technologies, Islamabad, pp.1-6.

Kim, W., Kassler, A]J., Di Felice, M. and Gerla,
M. “Urban-X: Towards distributed channel
assignment in  cognitive multi-radio mesh
networks”, IFIP Wireless Days, Venice, pp.1—-5. 2010

Alsarahn, A. and Agarwal, A. (2009a) ‘Channel
assignment in cognitive wireless mesh networks’,
IEEE 3rd International Symposium on Advanced
Networks and  Telecommunication  Systems
(ANTS), pp.1-3, IEEE.

Alsarahn, A. and Agarwal, A. (2009b) ‘Cluster-
based spectrum management using cognitive radios
in wireless mesh network’, 18th International
Conference on Computer Communications and
Networks, pp.1-6, IEEE.

El Khatib, RF. and Salameh, H.B. (2017) ‘A
routing scheme for Cognitive Radio networks with
Self-Interference Suppression capabilities’, Fourth
International Conference on Software Defined
Systems (SDS), Valencia, pp.20-25.

Zhao, C., Zou, M., Shen, B., Kim, B. and Kwak,
K. (2008) ‘Cooperative Spectrum allocation in
centralized cognitive networks using bipartite
matching’, Glob Telecommunications Conference,
IEEE GLOBECOM, pp.1-6.

Xin, C., Ma, L. and Shen, C-C. “A path-centric
channel assignment framework for cognitive radio
wireless networks”, Mobile Networks and
Applications, Vol. 13, No. 5, pp.463-476. 2008.

Zhao, J. and Cao, G. ‘Robust topology control
in multi-hop cognitive radio networks’, Proceedings
IEEE INFOCOM, Orlando, FL, pp.2032-2040.
2012

Tushir, B., Dhurandher, S.K., Woungang, I,
Obaidat, M.S. and Teotia, V. (2016) ‘Graph
colouring technique for efficient channel allocation
in cognitive radio networks’, IEEE International

69



55

56.

57-

58.

59-

60.

62.

Conference on Communications (ICC), Kuala
Lumpur, pp.1-5.

Tabakovic, Z. and Grgic, M. (2016) ‘Cognitive
radio frequency assignment with interference
weighting and categorization’, EURASIP Journal on
Wireless Communications and Networking, Vol.
2016, No. 1, p.45.

Sohan, T.A., Haque, H.H., Hasan, A, Islam, ]J.
and Islam, A.A. (2016) ‘A graph coloring based
dynamic channel assignment algorithm for cognitive
radio vehicular ad hoc networks’, International

Conference on Networking Systems and Security
(NSysS), Dhaka, pp.1-8.

Xiaogang, Q., Limin, Z. and Lifang, L. (2017)
‘Topology control based on steiner tree in cognitive
radio networks’, International Conference on Smart
Grid and Electrical ~Automation (ICSGEA),
Changsha, pp.1o5-108.

E. Shannon, “A mathematical theory of
communication,” Bell Sys. Tech. Journal, 379-423,
623-656, 1948.

Effros, A. Goldsmith, and Y. Liang,
“Generalizing capacity: new definitions and capacity
theorems for composite channels,” [EEE Trans. Inf.
Theory, 56, no. 7, July 2010.

Verd'u and T. S. Han, “A general formula for
channel capacity,” IEEE Trans. Inf. Theory, 40, no.

4, 1147-1157, July 1994.

Toumpis and A. J. Goldsmith, “Capacity regions
for wireless ad hoc networks,” IEEE Trans. Wireless
Commun., 2, no. 4, 736-748, July 2003.

Goldsmith, M. Effros, R. Koetter, M. M’edard,
A. Ozdaglar, and L. Zheng, “Beyond Shannon: the
quest for fundamental performance limits of
wireless ad hoc networks,” [EEE Commun. Mag.,
49, NO. 5, 195-205, May 2011.

70



63.

64.

65.

66.

67.

68.

69.

70.

Xue and P. R. Kumar, “Scaling laws for ad-hoc
wireless networks: an information theoretic
approach,” NOW J. Found. Trends Netw., 1, no. 2,
145-270, 2000.

R. Cadambe and S. A. Jafar, “Interference
alignment and degrees of freedom of the K-user
interference channel,” IEEE Trans. Inf. Theory, 54,
no. 8, 3425-3441, Aug. 2008.

A. Maddah Al S. A. Motahari, and A. K.
Khandani, “Communication over MIMO X
channels: interference alignment, decomposition,
and performance analysis,” IEEE Trans. Inf. Theory,

54, no. 8, 3457-3470, Aug. 2008.

Zheng and D. N. C. Tse, “Diversity and
multiplexing: a fundamental trade-off in multiple
antenna channels,” IEEE Trans. Inf. Theory, 49, no.
5, 1073-1096, May 2003.

El Gamal, G. Caire, and M. O. Damen, “The
MIMO ARQ channel: diversity-multiplexingdelay
tradeoff,” IEEE Trans. Inf. Theory, 52, no. 8, 3601—
3621, Aug. 2006.

Ozgur and O. Leveque, “Throughput-delay
tradeoff for hierarchical cooperation in ad hoc
wireless networks,” IEEE Trans. Inf. Theory, 56, no.
3, 1369-1377, March 2010.

Verd'u, “On channel capacity per unit cost,”
IEEE Trans. Inf. Theory, 36, no. 5, 1019—1030, Sep.

1990.

Bae and W. E. Stark, “End-to-end
energy/bandwidth tradeoff in multihop wireless
networks,” IFEE Trans. Inf. Theory, 55, no. g,
4051-4066, Sep. 2009.

Rodoplu and T. H. Meng, “Bits-per-joule
capacity of energy-limited wireless networks,” IEEE
Trans. Wireless Commun., 6, no. 3, 857-865,
March 2007.

71



72. L. Stiiber, Principles of Mobile
Communications, second ed. Norwell, MA: Kluwer
Academic Publishers, 2002.

72



3. ENERGY DETECTION WITH
DIFFERENT DIGITAL
MODULATION TECHNIQUES
OVER RAYLEIGH FADING
CHANNELS IN CRN

3.1 Introduction

In cognitive radio, the Secondary Users(SUs) performs the
channel sensing for possible vacant PU spectrum, and if
found, SUs may utilize this idle spectrum to perform the
communication with other SUs in the network. However,
while transmitting its own data, the SU continuously
performs spectrum sensing to look for any PU activity on
the channel, and if PU becomes active, SU must
immediately vacate the band to keep a strategic distance to
avoid any interference with PU. Energy detection has been
widely used among the present spectrum sensing
techniques since it does not require prior knowledge of the
signal to be detected and is also the easiest to implement
compared to other techniques [1]. In Energy Detection, the
primary user signal is detected by comparing the received
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signal energy with a threshold (Agp) defined by the channel

state information.

We analyze three digital modulation schemes the
BPSK, QPSK, and 16-QAM for optimization. This chapter
proposes the optimization for energy detector over
Rayleigh fading channel. The analysis involves the
performance evaluation of energy detector with discrete
signals over BPSK, QPSK, and 16-QAMmodulation
schemes using detection probability (P4) versus SNR and

ROC curves for various values of SNR, and the number of
samples. Accordingly, we analyze and measure the
improvement in detection capability of the energy detector
under different signal conditions wherein the parameters
such as Number of samples, SNR, threshold, false alarm
probability (Pf) can be optimized.

Although different studies have been carried out on the
performance of energy detector by means of inexplicit
signal in various channel, no study is found that has
analyzed different signals conditions under one platform.
Our study was to analyze three distinct signal conditions
simultaneously under Rayleigh fading and to quantify SNR,
Number of samples and P; Using closed form expression

of Pq and P Py Vs SNR curve and ROC curves were
plotted.

3.2 Basic Spectrum Sensing.
3.2.1 System model

The CR system under consideration has two parallel
networks of primary and secondary users. The secondary
network performs spectrum sensing using a relay with
numerous sensors. Let there be K sensors, with distance
between two consecutive sensors be d=i,/2z, and Ay is

minimum detectable wavelength.

If the channel has no primary signal then it represents
a spectrum hole (H,), on the other hand the channel is

said to be occupied (H,) if the signal is detected.
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. v (n). Hy : channel free )
y,-frr):{ Y g f (3.1)

azzi (n) + v (n), Hy: channel used

Where denotes AWGN present on channel, and is PU
signal.

The possible outcomes of signal detection are:

L]

Pr(Ho|Ho) - Claiming no signal when PU is
inactive which is true.

. Pr(Hi/H1) - Claiming the presence of signal
when PU is active which is true.

. Pr(Ho/H1) - Claiming the absence of signal
when PU is active which is false. (Miss detection).

. Pr(Hi/Ho) - Claiming the presence of signal
when PU is inactive which is false.(False alarm)

3.2.2 Energy detection

One of the most common PU detection method in
spectrum sensing is Energy Detection (ED). This method is
regarded as the most popular method of signal sensing due
to its ease of implementation and computational simplicity.
Unlike in MFs and other approaches, in this method, the
receivers do not need any kind of knowledge of the PUs’
signals. In this method, the signal detection is performed by
comparing the output of energy detector with a given
threshold value. Figure 3.1 show the implementation of
energy detection using Band Pass Filter (BPF), Squarer,
Integrator and decision device. In this method the signal is
first converted from analog to digital and then filtered to
remove unwanted frequency components. The output of
the filter is squared, which is then averaged to get test
statistics. Based on the test statistics, the absence or
presence of the signal in the particular band is identified.
For energy-based detection technique, Equation 2.1 shows
the system model and the decision metric is given as
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T —L/IN s ri'\]|2 (3.2)
D=5 - yiln,) (3.2)

Where Tgpis the decision statistics and N denotes the
sampling range in integers.

H,
o7
(O—p o —p{ | Cdrfp e < OF
—- (l-} ¢ f Hl
.
BPF Squarer Integrator Decision

Fig.3.1 Energy Detector

%Bb Detection and False Alarm
Probabilites Over AWGN and Rayleigh
Fading Channels.

3.3.1 AWGN channel.

The probability with which the signal is truly detected
Pr(Hi/H1) is called probability of detection , and
theprobability with which the signal is falsely detected
Pr(HifHo) is called probability of false alarm . These
probabilities are given as

N Az — (02 +0?) .
oy = Q | 2L T \Tu T O] (3.3)
SRR [C- R YOV 75
) Aup — oy (3.4)
= _— SR
Py ¢ p E—J.l’ -'—_.'\":.l’; 5 | ]

Whereis energy detector decision threshold, Q(.)
denotes the Gaussian aggregating distribution function, N
represents sample size and

are channel noise and PU signal variances.
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For a given false alarm, noise and sample size we have
App = (Q_]fpf.:-:n} v 2/N + l) o’ (3.5)

The SU network which has a central decision making
relay node, receives the sensing data from all other nodes
and decides in favor H; when there exists at least & out of L

cognitive radios inferring H; concluding that the channel is

preoccupied by the primary user. Otherwise, the central
node decides in favor of H, indicating that the channel is

vacant and can be dynamically utilized.
L
- - 2 |I|', Hl P —
E= !E_l }a{ -k H[] (3.6

The cumulative probabilities in the network with L
nodes are

Fa=1-(1 —prf}:' (3.7

3.3.2 Rayleigh Fading channel.

When the received composite signal contains a big number
of plane waves, for given scattering environments, the
received signal has a Rayleigh distribution [2]. In Rayleigh
fading, » would have an exponential distribution given by

fw) = %:.\xp ( — ;) . =0 (3.9

W )

And the detection probability in Rayleigh fading is
given by,

A u—2 1 /A k l+@ u—1 N
Frf.!(‘u_!):(?‘\'p (_j) ;ﬁ(j) _( = ) (3.10)

A A1,
X (mp(—m] —<’?m1>(—§) : E[Q(l +u._=}) )




3.4 BER performance of different
modulation schemes in AWGN,

Rayleigh channels.

In this section, we evaluate the influence of fading on
different digital modulation schemes. The bit-error-
probability Py also known as Bit Error Rate (BER) is a

specific performance measure to gauge a modulation
scheme.

the Bit Error Rate for a given discrete modulation
scheme in an AWGN channel is given as

R = [ Foawen (w) Py (w) dw (3.11)
J0

Whereis the probability of error and denotes
probability-density-function for the given AWGN channel.

d3.4.1 BER of BPSK modulation in AWGN
and Rayleigh fading channel

The Bit Error Rate for M-PSK over AWGN channel is
(3]

5 max(M/4,1) I.m (2h — 1] -
Ry psic = ——————— [0) Y A== T ~ ) (3.12)
BERw-psk = o 313 ; : (\- N M )' "

For Binary PSK(BPSK) M=2, hence from Eq. (3.12) we
have

[2
BEH;;;JHI\' = (2 (v'l -E:J) (3.13)
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where

BQ
QA \/_ r.rp ( T) dB (3.14)
Alternatively,
Eb y -
BERgps = —r? [ (3.15)
BPSK:AWGN f (\V _\[])

where is the bit energy tonoiseratioand erfcrepresents
the error-function associatedto the Q(.) function as

QA = éer‘f{: (%) (3.16)

Denoting h as Rayleigh distributed andas chi-square
distributed we have

) 1 w
Py (w ) =—exp ( - :) (3.17)
where is the average signal tonoise ratio. For |,
represents the average for the fading channel. By using
Egs. (3.11) and (3.13), the BER in a slowly Rayleigh-fading-
channel modulated with BPSK can be expressed as [4], [5]

1 &
BERgpsk.ray =5 1 — \f Tz (3.18)

“? 4.2 BER of QPSK modulation in
AWGN and Rayleigh fading channels

BERgpsk.awen = %f:'f'ftif (\f‘fl[]{%)""ll[]) (3.19)

in Rayleigh Fading

BERgpsxcnay = 5 (1 B V‘I (w{%)m) ( ()0, 1)) a0
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.4.3 BER of 16-QAM modulation in
AV\?GNsand Rayleigh fading channel

The BER of gray encoded M-QAM can be more
precisely computed in AWGN by [3]

4 | 3log2MEDL
BERisqoam:awan = G
16QQAM AW GN Ir:q)h’ ’Z ? (\/ (M =1) Ny

the overall BER for M-QAM in Rayleigh distribution is
given by [6]

< P
2 1.5(2i—1)"wlogs M
BER: 7 3.22
leQaM:RAY N TR T ( ) z; ( \/M— 1+ 15(i—1)logy M) '

3.5 Simulation results

This section presents the wvalidation of analytical
optimization proposed in sections 3.3 and section 3.4
through MATLAB simulations.

1

= = = =
) = = =

Praiabliy o Catestion
- -
- n

.| - ——nr=0,BF 5K
------ enr=10,BFEK
=0, 2PSK
| —— =10 QPSK
—— enr=l), 16-04M ||
: Enr=10,16-24M [1

=
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L] [B 02 03 [} [ 1Y L1 nr 08 0a 1
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Figure 3.2: Pd vs PI ED with 16-QAM. QPSK, and BPSK. (SNR [0dB, 10dB]. M2,
N=100000, L=1).
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Fig.3.2. illustrates the variation of probability of
detection (Pgy)with respect to probability of false alarm
(Pf)over Rayleigh distribution for (SNR=0 dB and SNR=10
dB). It can be observed that, P; shows much better
performance for higher SNR levels. The analysis has clearly
winner the 16-QAM scheme which has best performance
over Rayleigh fading compared to other schemes discussed.

s
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] 5 1 % 2
Signal o noise ralioldB)

Fig.3.3. Pd vs Pf ED with BPSK, QPSK, and 16-QAM.
(SNR=0dB and 10dB, L=1, N=100000, M=2)

Fig.3.3 depicts the variation of probability of detection
(Py4) of the Energy Detector as function of SNR for given

false alarm (Ppvalues using BPSK, QPSK, and 16-QAM
over Rayleigh fading. It can be seen that Py is inversely
proportional to Pj; conversely the performance of Energy
Detector is best at low Prvalues with high signal detection

probabilities as shown in figure 4.

For example,for any value of SNR and L.
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Fig.3.4. Pd vs SNR of ED with BPSK, QPSK, and 16-
QAM. (Pf=o0.1, Pf=0.01 and Pf=0.001, L=1, N=100000,
M=2)
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Fig.3.5 BER performances BPSK, QPSK, and 16-QAM
in AWGN and Rayleigh fading.

Fig.3.4 shows the variation of probability of detection
(Py4) of the Energy Detector as function of SNR for given

values of L (Number of SUs in network) using BPSK,
QPSK, and 16-QAM over Rayleigh fading. It is observed
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that P; is directly proportional to L, conversely the

performance of Energy Detector increases with more and
more SUs in network.

Fig.3.5 shows the Bit Error Rate of the three
modulation schemes over AWGN and Rayleigh distribution.
The BER plots for the range of SNR [0dB - 40 dB| shows
that for all the methods under consideration BER is
inversely proportional to SNR for any fading channel
Further, at low noise, BER falls significantly in AWGN
while it decreases steadily in Rayleigh fading.

3.6 Chapter summary

This chapter proposes the optimization for energy
detector over Rayleigh fading channel. The analysis involves
the performance evaluation of energy detector with
discrete signals over BPSK, QPSK, and 16-QAM
modulation schemes. It can be shown that, over Rayleigh
fading channel, the energy detector performs the channel
sensing efficiently at low channel noise but as the noise
increases the performance degrades. Of the three digital
modulation schemes analyzed, it is observed that the 16-
QAM's detection probability is much better than QPSK and
BPSK signals. Furthermore, the chapter analyzes AWGN
and Rayleigh fading channels used in ED for their
performance over Bit Error Rate. It is found that the BER
performance of Rayleigh channel is much better compared
to AWGN channel. However, in both channels the channel
noise has negative impact on BER.
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4. MULTISTAGE SENSING

OPTIMIZATION

4.1 Introduction

This chapter proposes a novel scheme for joint sensing and
power assignment the “Fast-Optimal-eXplorative (FOX)”
scheme which is a dual-phase spectrum sensing scheme
followed by optimized resource allocation for CR
Networks. The scheme implements dual phase sensing the
“Fast” phase followed by “Optimal” phase and then
“eXplore” phase for optimal power allocation.

The crucial features of the scheme are:

Efficient spectrum sensing with dual-phase
signal detection which lowers the probability of false
alarm. In the first phase employs one of the most
common PU detection method in spectrum sensing
the Energy Detection (ED). This method is
regarded as the most popular method of signal
sensing due to its ease of implementation and
computational  simplicity.  Unlike in  other
approaches, in this method, the receivers do not
need any kind of prior knowledge of the PUs’
signals.

Adaptive to channel noise: Single phase at low
noise (high SNR) and dual phase at higher noise
(low SNR) which lowers the probability miss
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detection. The proposed method adapts to the
channel noise by switching between one stage with
high speed sensing at low channel noise (high SNR)
and two stage at high channel noise. In second
stage high accuracy in signal detection is desired
due to low SNR to reduce the probabilities of miss
detections and false alarm. The pipelined structure
employs Maximum Eigen Detection (MED) in
second stage which has very high probability of
detection at high channel noise.

. Flexible resource allocation: by operating in
both overlay and underlay modes. The simulation
results verify the above scheme which outperforms
the other similar schemes in literature.

The two types of cognitive behavior we consider are:

. Spectrum overlay (spectrum interweave): The
unlicensed users utilize the licensed spectrum
without causing interference to the primary or
licensed users. The signals from both these users
operate orthogonally to one other: The primary and
secondary users may operate on the same channel
in a such a manner that guarantees that both
licensed and unlicensed users coexist on the same
channel with least interference to one another. The
secondary users must be aware of their radio
environment to achieve the information of the
spectrum holes in the primary system. The
interference avoiding behavior with which the
secondary users occupy the spectrum holes, is
referred to as spectrum overlay.

. Spectrum underlay: The primary and secondary
users operate on the same channel, in such a way
that the inflicted interference from the secondary
users to the primary users is within the tolerable
level defined by the Quality of Service constraints.
Such an interference controlling behavior is termed
as spectrum underlay in which the networks
operate with such low transmission powers, that
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they appear as channel noise for the primary
system. The requisite channel awareness is
information regarding the tolerable levels of
interference defined by primary QoS constraints
along with the information of the impact of the
secondary user at the primary receiver. Hence the
secondary user system must be aware of all the
channel states information in the network.

4.2 Challenges of Joint sensing

and allocation in CRNs

The research of CR technology utilizes spectrum resources
efficiently. = A compatible  coexistence  between
heterogeneous networks and interactive applications shows
great prospects. To make cognitive devices transmit
information efficiently in the most optimal way in a limited
signal space, cross-layer design of routing algorithms for
DSA networks must be adopted, which allocates spectrum
and selects the route through spectrum sensing information
provided by the physical layer and spectrum scheduling
information provided by the link layer synthesized by the
network layer. The close collaboration between the
physical, link, and network layers provides an optimal path
while improving spectral efficiency for nodes. In order to
meet the rapidly changing environment of wireless
spectrum, piggybacked status information collecting the
change of spectrum on the path in real time can estimate
transmission quality and judge timely avoiding routing
interrupts on system performance. Simultaneously mixing
routing will be the focus of study. Maintaining partial
routing information can create routing quickly and avoid
routing affected by the stale route information, while
reducing the network load caused by routing establishment
and maintenance. Intelligent reasoning ability of CR itself is
the most important characteristic of DSA networks so that
its routing algorithms should also be intelligent. Routing
algorithms can create reasoning models of network routing
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and provide evidence for various indicators of joint
optimization such as latency, delay jitter, and package loss
rate while providing support for the upper applications
through the study of spectrum environment, information of
path status, spectrum selection, and routing making. Joint
routing and SA is a key design issue for CRNs and many
past efforts have proposed lots of techniques from different
perspectives. This gives overall view of the development of
SA in CRNs, routing schemes for CRNs, and joint routing
and SA design. Nevertheless, there are still challenges and
open problems for realizing effective and efficient joint
routing and SA for CR communications.

4.2.1 Spectrum Characterization

Most schemes use a single target [i.e., fairness, Signal
to Interference plus Noise Ratio (SINR), or throughput] to
define the traffic load of the inspected spectrum blocks and
select an optimal channel based on either throughput
requirements or interference threshold of the SUs.
According to each SU’s service demand, there can be
different QoS factors, such as delay, jitter, throughput, and
bit error rate. Since various applications are used into
different performance/QoS requirements, which might
operate concurrently on the SU’s hardware, the joint
routing and SA algorithms may be unable to be optimal
methods because these schemes need to consider all the
QoS parameters for the spectrum channels, so it is
necessary to find optimal solutions to solve the problem.

. Robust Route for SA

The presentation of PUs plays more serious on eze
connectivity for multthop communications than that in the
single-hop case. The source nodes and destination nodes
can only consider the local channel availability when this
situation is in single-hop communications. However, in the
multihop communications, each pair of nodes should be
taken into the channel availability of the entire route.
Therefore, it is important to find a robust route in CRNSs,
which is ignored in the most work. In traditional networks,
the robust routing without considering the impact of PUs,
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so they only pay attention to the problem of node mobility,
even the strong interference from the neighboring nodes.
The existing work on routing and SA in CRNs ignores
both these issues and single-flow scenarios.

. Hidden User Effect

Detecting a primary transmitter signal is a major
misconception in CR literature, which is equivalent to
finding spectrum opportunities. However, joint routing and
spectrum opportunistic access is affected by the following
three main problems when the primary signals can be
perfectly detected: (1) the hidden transmitter, (2) the
exposed transmitter, and (3) the hidden receiver.

. Spectrum Mobility Challenge

Each time or space an SU changes its frequency, the
operation parameters should be modified of the network
protocols. When an SU captures the best spectrum band,
the activity of PU on the selected spectrum can necessitate
so that it can alter its operating spectrum band(s); this
scheme is denoted as spectrum mobility. This is a big
challenge that must be solved in the jointed routing and SA
schemes. The open research issues that are solved in the
joint routing and SA schemes, which can improve the
efficient spectrum mobility in CRNSs, are as follows:

. The spectrum mobility in the time domain:
According to the information of available bands,
CRNs adapt to the wireless spectrum accurately. As
these existing idle channels also change over time,
the QoS in this environment is challenging.

. The spectrum mobility in the space domain: As
PUs or SUs move from one place to another, the
available bands also change. Therefore, continuous
allocation of spectrum is a major challenge.
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4.3 System model and basic spectrum
sensing.

4.3.1 System model

The CR system under consideration has two parallel
networks of primary and secondary users. The secondary
network performs spectrum sensing using a relay with
numerous sensors. Let there be K sensors, with distance
between two consecutive sensors be d=\,/2, and A, is

minimum detectable wavelength. If the channel has no
primary signal then it represents a spectrum hole (H,), on

the other hand the channel is said to be occupied (H,) if
the signal is detected.

The received signal is given as

()= 4 i (n), Hy : channel free
yiln) = a;s; (n) +v; (n). Hy : channel occupied

Where denotes AWGN present on channel, and is PU
signal.

4.3.2 Energy detection

One of the most common PU detection method in
spectrum sensing is Energy Detection (ED). This method
measures the received signal energy and then compares it
with the decision threshold. The comparison can result in
two possible outcomes. (1) The channel is not free (H, PU

is operating on channel) or (2) the channel is free (H,

spectrum opportunity). Energy Detection is the simplest
and fastest of all the signal detection methods. This method
has least computational complexity. However, ED is
unreliable, when the received signal has low SNR. This
method has a few issues related to threshold selection for
detection of PUs, further this method cannot differentiate
between the interference from PUs or from channel noise.
A secondary user in the CR system observes the
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neighboring wireless spectrum by deriving the received
signal power using energy detector.

Prinary Network

Figure 4.1: Svstem model,

Then the observation results in two hypotheses given
in (4.1). The decision statistics based on the average energy
of the received signal is

1 N 9
Tep = yi(n)|” (4.2)
N Jn=0

Where ith sample of the received signal, TED denotes
the decision statistics and N is sampling interval.

The probabilities of true detection (Pp,ED) and false-
alarm (PRED) for energy detector is given by:
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1 Amp — (62 + o) .
ipn =@ | —m—————— (4.3)
PdED J Lgi_;_ n a‘)r\;’ﬁ |

\ep — oy .
1D = Q@ | ——= (1.4)
r [ag v*’ﬁ}

Where is decision threshold, and refers to noise
variance and signal variance respectively, and Q(.) denote
Gaussian distribution function.

Equation (4.4), can be rewritten in terms of decision
threshold as

AEp = (Q'] (pr.ep)V2/N + l) o (4.3)

The ED performs exceptionally well for random signal
with known noise level. Further this method is highly
robust to random multipath fading with least complexity
and computational cost. The drawback of ED is it highly
sensitive to uncertain noise levels.

4.3.3 Maximum eigenvalue detection

This method is known for accurate signal sensing over
a noisy environment. MED is highly immune to channel
noise and works fine at low SNR values. This method
works by evaluating maximum eigenvalue of the sample
covariance matrix of the received signal and comparing
with the decision threshold. The comparison leads to two
possible outcomes. (1) maximum eigenvalue is higher than
the decision threshold and hence channel is not free (H, PU

is operating on channel) otherwise (2) the channel is free
(H,, spectrum opportunity).

From (1) for we have

Yi(n) = a;S; (n) +Vi(n) (4.6)
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Where

Yi(n)=[yi(n)yi(n—1) ... yi(n—N+1)] (4.7)
Si(n)=I[si(n)si(n—1) ... s;(n—N+1) (4.8)
Viln)=[vi(n)v;(n—1) ... v(n—N+1)] (4.9)

The statistical covariance for the given signal condition
can be written as

R,=E[Yi(n)Y] (n)] (1.10)
R:=F [S;- (n) ST (rr)] (4.11)
R,=F ﬁi (n) 11; (nﬂ = Jﬁ.]}\: (4.12)

The above equations are related as
R,=R,+a2ly (1.13)

In MED the probabilities of detection (Pp,MED) and
false alarm (Pp,MED) for the known threshold are given

as [2]
pamEp = 1 — Wi (\/f[_--f)\,1rscf.> - 1}) (4.14)
pryeEp =1 — Fj (\/F[)\m-:m - l)) (1.15)

WhereF(m) and W(n) denotes the allocation of the
subsequent test indicators of and over Ho and Hi
respectively.

4.4 A novel dual phase sensing and
power allocation.

This section gives a novel scheme for joint sensing and
power assignment the “Fast-Optimal-eXplorative (FOX)”
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scheme which is a dual-phase spectrum sensing scheme
followed by optimized resource allocation for CR
Networks. The scheme implements dual phase sensing the
“Fast” phase followed by “Optimal” phase by adapting to
the channel noise. The scheme switches between one stage
with high speed sensing at low channel noise (high SNR)
and two stage at high channel noise. In second stage high
accuracy in signal detection is desired due to low SNR to
reduce the probabilities of miss detections and false alarm.
The pipelined structure employs Maximum Eigen Detection
(MED) in second stage which has very high probability of
detection at high channel noise. Finally, “eXplore” phase
provides flexible resource allocation by operating in both
overlay and underlay modes as illustrated in Fig.4.2.

4.41 With decision statistics
ED:Hy, -Two stage ED-MED
sensing.

The joint two stage probability of detection can be derived
as

pa=1—(1—parp) (1l —pinep) (1.16)
Substituting (4.3), (4.14) in (4.16)
Which can be written as

App — (0" + a2 e
pa=1-— (1 —Q {MD (Wi (VN (Brueo - 1)) (117)

(a2 + a?)/ \/‘j%

a a4
Aep — (6, +a7)
(a2 +02)/+/N/2

pi—1—WE (\/T(.Mm.;,, “1)+Q

} Wit (V‘Tﬂ'j/\.w-:n — l))

(418

In the same way, the probability of false-alarm can be
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derived as
pr=1—(1—psep) (1 — praen) (4.19)

Substituting (4), (15) in (32)

- App — o m Tl Y (490
pr=1-— (1 —Q {W}) (Fn: (\/T[/\.w-:f.) — 1))) (4.20)

Overlay Underlay
(Spectrum hole)

Figure 4.2: Block diagram of the proposed “FOXNT scheme,

The following algorithm gives the implementation
above scheme with adaptive power allocation.
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Algorithm 4.1: two-state sensing/power allocation

1: Received signal at CR y & hs +n

| W]

: Signal energy, £=/[yf?
If E> Agp then

s underlay transmission with power Pz

= G

5: elseif T > Amen

[=p]

: underlay transmission with power Pz

: else

=1

& overlay transmission with power Po

9: endif

Fig.4.3 sensing and power allocation
4.4.2 Explorative Power Allocation

The Hybrid mechanism combines opportunistically
both the underlay and overlay operations. If the sensing
results in spectrum hole (H,) the scheme allows the

unlicensed users to communicate on the channel in overlay
mode (P,) otherwise, the scheme restricts to underlay

mode (P,).

The miss detection in sensing, results in an erroneous
decision in favor of spectrum hole while the PU is still on
the channel. This is prevented with an interference check,
termed as ‘interference temperature’ [1], [5].

The transmission power in overlay mode (P,) from [3],

(4]

—(By/Ag) + V’f[BU /Ag)* —4(Co/ A)

9

I_’E]: ( l_)ll

where
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Similarly, the transmission power in underlay mode

()

[~ (Bi/4) + /(B4 - 161/ 4)

P, = = J (1.24)
where

By 203 + Ppgp M (4.95)

A, s Al —2) gop + T

Cr _ 1 [0 +08Ppgpe _ 0851+ (Ppgps + 1) | (4.96]

A1 G Jas Al —2) geop + 1 T

Where {,,,} are the channel gain from PUry to SUgx,
PUTX to SUTX, SUTX to PURX’ and SUTX to SURX

respectively.
4.5  Simulations and Discussion

The operation of Energy detector involves the prior
knowledge of noise power, which unfortunately is most
uncertain [7, 3]. Because of this noise uncertainty, the
expected noise level may be different from the actual noise
level.
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Fig. 4.4: Comparison of probability of detection for
SNR between —30 dB and o dB and P, = o.1.

Let the estimated noise power be . We define the noise
uncertainty factor (in dB) as . It is assumed that (in dB) is
evenly distributed in an interval [-B, B]. In practice, the
noise uncertainty factor of receiving device is normally 1 to
2 dB [3a, 5a].the plot of equations (3), (14) and (30) for
(false alarm) P, = 0.1, L = 10; N = 5,000; and SNR [ =30
dB to o dB]. Further it compares the proposed scheme
with single phase techniques employed. It can be clearly
seen that the proposed strategy has better detection
probability than the other methods.
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Fig. 4.5: Comparison of probability of detection against
SNR between —30 dB and o dB and Pg = o.1. with and

without noise uncertainty.

Fig.4.5 shows the probability of detection vs SNR of

the proposed scheme for (false alarm) Pg, = o.1, L = 10;

N = 5,000, and SNR [ —-30 dB to o dB] Further it
compares the proposed scheme with single phase
techniques employed. The analysis is done by adding a
component of channel noise [odB and 1dB] It can be
clearly seen that the proposed strategy has better detection
probability than the other methods.
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Fig. 4.6: Comparison of probabilities of detection with
other two stage methods. SNR between —30 dB and
odB and Pg, = o.1. with and without noise uncertainty.

Fig.4.6. gives the comparison of proposed scheme with
similar methods in literature. The evaluation is done by
adding a component of channel noise [0dB and 1dB]. The
analysis is done for independent and identically distributed
(iid) signal for (false alarm) P, = o.a, L = 10; N =
5,000; and SNR [ =30 dB to o dB].

In this chapter, the optimization of the spectrum
exploration and exploitation processes in cognitive radio
networks has been considered. Spectrum exploration is the
process of obtaining local awareness of the spectrum state
through spectrum sensing. The goal of spectrum
exploration is to find idle spectrum that can then be
exploited. Optimization of spectrum exploration includes
optimization of the whole spectrum sensing process that
determines which frequency bands are sensed, when they
are sensed and for how long and by which users, and how
are the sensing results from multiple users combined. This
involves trading off quantities such as diversity, detection
speed, and performance. Spectrum exploration is coupled
with spectrum exploitation.
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Spectrum exploitation addresses the questions: what
happens after idle spectrum has been found; and how is the
idle  spectrum  subsequently exploited?  Spectrum
exploitation optimization involves optimizing the spectrum
access process that determines which idle frequency bands
to access, for how long, and by which users. It involves
choosing the transmit powers and waveforms to be
employed, as well. The goal of spectrum exploitation
combined with spectrum exploration is to maximize the
throughput of the secondary network and provide a
desired quality of service for the secondary network while
guaranteeing that the level of interference caused to the
primary users is below the given interference constraints. In
chapter 2, advanced spectrum sensing techniques, such as
distributed detection and sequential and quickest detection,
have been reviewed. Distributed detection among spatially
dispersed secondary users allows improving the sensing
reliability by increasing the probability of detection for a
given probability of false alarm. Or alternatively the sensing
time can be reduced without sacrificing the sensing
performance. Sequential and quickest detection aim at
making the decision as quickly as possible for the given
error levels. Quickest detection techniques facilitate also the
secondary users rapid evacuation from a frequency band
when a primary user becomes active. Both distributed
detection and sequential and quickest detection techniques
are thus important for more efficient and effective
spectrum exploration.

This chapter is focused on the design of optimum
spectrum sensing and access policies for optimized
spectrum exploration and exploitation. Various approaches
for modelling, analysing, and learning the behaviour of
other spectrum users have been considered. Introductions
to dynamic programming, bandit problems, reinforcement
learning, game theory, and their applications in cognitive
radio systems have been provided. Dynamic programming
is an optimization approach in which the original problem
is broken into recursively solved simpler sub problems.
Although this reduces the complexity of finding the optimal
solution, the computational complexity of dynamic
programming still limits its usefulness in practical cognitive
radio systems. In high-dimensional problems the
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computational complexity of obtaining an optimal solution
through dynamic programming may be prohibitive in
particular for battery-operated terminals with limited
computing power. Hence, computationally efficient
techniques that may be used to obtain a close-to-optimal or
asymptotically optimal solution are of interest.

A truly cognitive radio should possess the ability to
learn from the environment and the outcomes of its
previous  actions. More  complicated, full-blown
reinforcement learning problems and algorithms may be
needed, in particular, if the actions of the secondary users
are allowed to be also something other than sensing or
accessing a certain frequency band. Nevertheless, both
bandit problems and more general reinforcement learning
problems deal with the exploitation vs. exploration
dilemma. That is, the agent or agents must in each state
decide whether to exploit the currently best action or to
explore other actions in the hope of a better future reward.
The learning is performed through trial and error and by
reinforcing actions leading to good rewards, not through a
teacher telling whether the chosen action was correct or
not. Hence, these techniques are particularly suitable for
cognitive radio applications in which the radio environment
is unknown, highly dynamic, and nonstationary. Game
theory, on the other hand, provides a collection of
mathematical methods and tools for modelling, analysing,
and predicting the behaviour of multiple interacting entities.

In cognitive radio systems, game theory offers
a framework for modelling and analysing the interaction of
multiple competing and/or cooperating spectrum users.
The majority of existing game theory deals with static
single-shot or repeated games. This means that the players
face the same game each time. Thus, the players’ strategies
do not depend on the current state of the environment.
This does not provide a very good fit to cognitive radio
applications in which the radio environment may be highly
dynamic. However, a subfield of game theory called
stochastic games provides an excellent fit to the dynamic
environment encountered in cognitive radio applications. In
stochastic games there are numerous states that change
stochastically throughout the course of the game. This also
means that the players’ strategies will depend on the
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current state. In addition, stochastic games provide a
connection between game theory and multivalent
reinforcement learning since multivalent reinforcement
learning problems can be modelled as stochastic games.

The main focus in this chapter has been on optimizing
spectrum exploration and exploitation in interweave
cognitive radio networks. For the vast majority of
introduced techniques and algorithms the employed system
framework assumes one or multiple primary systems and a
single cognitive radio network consisting of identical
(homogeneous) secondary users. However, in practice,
there may be multiple heterogeneous secondary systems
simultaneously trying to find and exploit the same
underutilized spectrum. The coexistence of such
heterogeneous secondary systems and networks has not
been considered in this chapter.

What are the implications of heterogeneous
secondary systems coexisting on the same frequency
bands? In principle, two heterogeneous secondary systems
may employ completely different waveforms, modulation,
coding, and access schemes from one another, for example.
How then can two or more completely different secondary
systems coexist efficiently and effectively in a licensed
primary frequency band while controlling the interference
caused to the primary users? Can the other secondary
systems be treated only as noise? On the other hand, how
do the other asynchronous secondary systems affect the
sensing process since quiet periods for sensing cannot be
assumed anymore? Obviously the employed sensing
algorithms should be able to distinguish among the
secondary systems and the primary systems if underutilized
spectrum is to be exploited as efficiently as possible.
However, how much does the interference from the other
secondary systems affect the reliability of sensing? How
about spectrum access then? How do the interference and
collisions with other secondary systems affect the efficiency
of the spectrum access algorithms? These are all open
questions that need to be answered before free coexistence
of heterogeneous secondary systems can become reality.

4.6 Chapter summary
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This chapter contributes a novel scheme for joint
sensing and power assignment the “Fast-Optimal-
eXplorative (FOX)” scheme which is a dual-phase signal
sensing scheme followed by enhanced resource allocation
for CR Networks. The scheme implements dual phase
sensing the “Fast” phase followed by “Optimal” phase by
adapting to the channel noise. The system switches
between one stage with high speed sensing at low channel
noise (high SNR) and two stage at high channel noise. In
second stage high accuracy in signal detection is desired
due to low SNR to reduce the probabilities of miss
detections and false alarm. The pipelined structure employs
Maximum Eigen Detection (MED) in second stage which
has very high probability of detection at high channel noise.
Finally, “eXplore” phase provides flexible resource
allocation by operating in both overlay and underlay
modes. The simulation results have clearly shown that the
proposed scheme outperformed the other schemes in
literature.
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5. EXPLORATION BASED
SPECTRUM SENSING AND
ALLOCATION

5.1 Introduction

Sensing and access policies provide solution to the issues
related to what the radios should sense and access, and
when? Moreover, in centrally controlled multiuser systems
spectrum sensing and resource allocation are distributed
among different nodes in the network. That is, the
spectrum of interest could be very wide and
noncontiguous. Thus, from the perspective of a single
secondary user, sensing the whole spectrum of interest in
each sensing instant may not be practical due to the
difficulties it presents to the sensing receiver’s radio
frequency (RF) front-end design as well as due to the high
energy consumption of such an approach. Consequently, a
more practical solution involves dividing the spectrum of
interest into smaller frequency sub bands that can be
sensed one at a time. Hence, the problem becomes
deciding which frequency band or bands to sense and
subsequently access and by which user or users in order to
optimize the cognitive radio network’s performance.
Obviously the secondary users should sense and access
frequency bands in which there exist persistent spectral
opportunities and high average throughput. Moreover, in a
cognitive radio network it becomes essential to distribute
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the frequency bands for sensing and access among the
network members in the most efficient and effective
manner that results in a high probability of finding available
spectrum as well as in low interference to both primary
and secondary users of the spectrum. In order to make
such decisions most effectively, the cognitive radio network
must obtain situational awareness. Thus, various
approaches to modeling, learning, and predicting the time,
frequency, and location-varying spectrum state and the
behavior of other spectrum users are of special interest.

The nature and constraints of the optimization
problem and the design of sensing and access policies
depend on whether the cognitive radio network model is a
single-user or multiuser network model, whether the
spectrum model is a single-band or multiband model,
whether the wusers sense and access the spectrum
synchronously or asynchronously, and whether the
secondary wusers in a multiuser model cooperate or
compete with each other, among other things .In general,
in an infrastructure-based network cooperation among the
secondary users is more naturally enforced than in an ad-
hoc network in which the users are more inclined to
compete with each other. However, this by no means rules
out the possibility of competition in an infrastructure based
network or cooperation among the users in an ad-hoc
network. On the contrary, such approaches may offer
substantial benefits by simplifying the system design and/or
by providing improved performance. In this section we will
describe various different approaches and cognitive radio
network models that are competitive, cooperative, or a
combination of the two. We will mostly focus on the design
of spectrum sensing and access policies in cognitive radio
networks, and introduce various approaches such as bandit
problems, reinforcement learning, and game theory that
may be employed to address these issues. However, we will
start this section by looking at some more direct
optimization techniques for optimized spectrum exploration
and exploitation in cognitive radio networks.
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5.2 Interference channels
5.2.1 K-user interference channel

In cognitive radio networks, we would like to
characterize capacity associated with communications
between primary user pairs and between secondary user
pairs. Although one could envision deployment of relays to
improve the performance, these networks typically do not
involve multi-hop routing of information, i.e., there is no
forwarding of information through intermediate nodes.
Without cognition, networks with K source—destination
pairs can be modeled as a K-user interference channel, as
shown in Fig. 2.10. Although the capacity region of this
channel is in general unknown, there has been a lot of
progress in understanding how to cope with interference in
this model and, consequently, in developing spectrally-
efficient transmission schemes for this channel.

Source 1 —# Dastination 1

Sourca 2 e———— Destination 2

Source Se—————aa Destination 3

wew
A

Source K ———————% Deslination

Figure 5.1 K-user interference channel. Sender k
wishes to communicate to destination k.

In some scenarios, these techniques lead to capacity. A
cognitive radio network forms a two-tier K-user
interference channel, due to the different capabilities and
restrictions of primary and secondary users. Schemes that
efficiently cope with interference can improve performance
of both primary and secondary users in these networks.
For that reason, some of the techniques developed for
interference channels have been adopted for overlay
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cognitive networks as well We next review these
techniques, their performance and their known capacity
results. In addition, cognition enables additional
encoding/decoding  techniques to  improve  the
performance. Hence, performance of interference channels
can serve as a lower bound to the capacity of cognitive
networks.

In the K-user interference channel model, each of the
K sources wishes to communicate with its corresponding
destination over a shared wireless channel, as illustrated in
Fig. 2.10. Source skencodes and sends a data sequence
Wkat rate Rkto destination dk. The K-user interference
channel is a special case of a K-user wireless network.

5.2.2 Two-user interference channel
capacity

A two-user discrete-time memoryless interference
channel is shown in Fig. 2.11. The interference channel
contains only two communicating pairs (K = 2). Therefore,
there are two channel inputs, X1 and X2, and two channel
outputs, Y1 and Y2. Recall that the multiple access channel
consists of multiple transmitters simultaneously sending to
one receiver. The channel MACI consists of two encoders
and decoder 1 and, similarly, the channelMAC2 consists of
two encoders and decoder 2. The capacity region of this
network is in general a lower bound on the capacity of the
interference channel because both receivers need to decode
data sequences sent from both sources. In the interference
channel, in contrast, each receiver decodes data sequences
sent from only one source. In strong interference, however,
each receiver can decode unwanted data sequences without
reducing the capacity region of the interference channel,
and the capacity region of the interference channel then
coincides with (2.38). Note that, in strong interference, the
capacity is achieved by joint decoding of both data
sequences at the decoders. In the special case of very
strong interference, decoders do not need to perform joint
decoding of the data sequences. Instead, interference
cancellation can be performed successively, allowing for
interference-free decoding of the desired data sequence
[10]. In this regime, the interfering data sequence cannot be
decoded, but it is not strong enough to significantly
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degrade the rate of the impacted user. When the
interference is weak, intuitively we expect that the optimal
decoding strategy is to treat it as noise. However, it has
been difficult to prove that this intuition is correct, and
hence the capacity remains unknown. Conditions under
which treating interference as noise leads to sum-rate
capacity in two-user Gaussian channels were determined in

1. 63, 75].

Not surprisingly, in strong interference the highest-rate
scheme is to decode the unwanted data sequences and
subtract their corresponding signals, thus removing their
interference from the received signal. In the other extreme
of weak interference, the highest-rate strategy is to ignore
the interference, that is, treat it as noise. In regimes that are
in between the two extremes, the interference is not strong
enough so that decoding of the unwanted data sequence is
optimal, nor is it weak enough to be treated as noise
without loss of optimality. In this scenario, decoding part of
an interfering data sequence to partially remove
interference from the received signal is beneficial. This idea
is realized in the scheme developed by Carleial and
subsequently improved by Han and Kobayashi, also
referred to as rate-splitting [11, 40].

To perform rate-splitting, each encoder divides its data
sequence into two data subsequences, each of lower rate
than the original sequence, and encodes them via
superposition coding, which was originally developed for
the broadcast channel [16]. In superposition coding, the
source encodes each of the two data sequences using
separate but correlated codebooks. Specifically, it encodes
the first data sequence based on the optimal input
distribution, and the second data sequence based on the
optimal conditional distribution between the two data
sequences. Separate encoding enables each receiver to
decode one of the data subsequences intended for the
other user jointly with its own data sequence, while treating
the signal carrying the other undesired data subsequence as
noise. The communication rate for this user increases due
to reduced interference, but the rate for the other
communicating pair decreases due to an additional
decoding constraint. Hence, there is a tradeoff between the
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amount of information sent only to the desired receiver and
the amount of interference decoded at the other receiver.

In AWGN interference channels, this encoding tradeoff
translates into optimizing the power allocated to each of
the two parts of the encoder’s data sequence. By choosing
Gaussian codebooks, i.e., random codebooks generated
according to a Gaussian distribution, and a specific power
split, the Han—Kobayashi scheme achieves rates within one
bit per dimension from the two-user interference channel
capacity [26]. The power split is chosen so that the created
interference at each receiver has the same power as the
Gaussian noise at that receiver. Thus, the created
interference is sufficiently weak so as not to significantly
impair performance. At the same time, the undesired data
sequence that is decoded at each destination allows for
significant interference reduction. In a K-user interference
channel, each receiver is exposed to interference arriving
from multiple sources. A generalization of the Han-
Kobayashi scheme would allow for partial decoding of each
interfering signal. A receiver could then jointly decode its
own data sequence along with some portion of the
interfering data sequences dictated by the rate-splitting
code design. While such a generalization is possible
mathematically, it would result in very complex encoding
and decoding schemes at each node.

Specifically, this approach requires a receiver to
separately decode parts of interfering data sequences sent
from many interferers in order to reduce interference.
Instead, the interference at each receiver can be treated
collectively in a more efficient manner via interference
alignment [7, 57] or via structured codes [65]. These
approaches exploit the fact that a receiver is not interested
in information associated with interfering data sequences
and hence does not need to decode them (or parts of
them). Interference alignment achieves the optimal capacity
scaling law in the interference channel [69]. Lattice codes
outperform the Han-Kobayashi scheme in the K-user
interference channel [83].

The AWGN channel considered so far in this section
assumes constant channel coefficients and hence does not
capture flat or frequency-selective fading. Incorporating
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these channel characteristics leads in general to channel
models that are more difficult to analyze. However, these
characteristics open up possibilities for encoding and
transmission strategies that exploit fading. In particular,
frequency-selective and time-varying channels can be
modeled as parallel interference channels [8]. Results in [8]
demonstrate that parallel interference channels are
optimized by joint encoding across subchannels.

This is in contrast to point-to-point, multiple access,
and broadcast parallel channels in which separate encoding
over the subchannels is optimal. Further exploration of K-
user interference channels has revealed that time-variations
can be exploited to combat interference in the form of
interference alignment. Interference alignment relies on
channel time-variations to achieve half of the interference-
free capacity for each user in the system [7, 66].

5.2.3 Interference channel techniques for
cognitive radio

In interference networks with no cognition, a plausible
transmission scheme to avoid interference is to split the
bandwidth and assign orthogonal channels to each
communicating pair, e.g., via a MAC protocol that divides
channels orthogonally in time, frequency, or space. In
cognitive radio networks, this corresponds to the
interweave approach to avoid interference between
cognitive and primary users. However, in general, dividing
the bandwidth orthogonally reduces spectral efficiency in
comparison with assigning the full bandwidth to all users
and then coping with the introduced interference. One
exception is in the low-SNR regime where the network is
power-limited rather than interference-limited. In this
regime, bandwidth is plentiful compared to power, and
thus assigning orthogonal channels to users incurs no
performance loss. In the interference-limited regime this is
no longer true. Furthermore, as the number of network
users increases, the rate per user of an orthogonal MAC
scheme goes to zero. This reasoning emphasizes why the
overlay approach may be a more spectrally efficient
technique for cognitive radios than the interweave
approach.
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5.3 Optimization techniques

In this subsection various techniques and approaches
for optimizing the performance of cognitive radio networks
are studied. We begin by briefly introducing an
optimization technique called dynamic programming.
Dynamic  programming is a  collection  of
optimizationtechniquesthatsolvecomplicatedsequentialdecisionproblemsbyl
them into smaller easily solved sub problems. Moreover,
dynamic programming is paramount for understanding the
nature of learning techniques such as reinforcement
learning that will be studied later in this chapter. In
addition, in this section we will look at a few interesting
dynamic programming and other optimization approaches
for maximizing the cognitive radio throughput by means of
optimizing the frequency band sensing order or the sensing
parameters, such as the detection thresholds, sensing and
transmission times, and the allocation of sensing resources.

5.3.1 Dynamic programming

The Dynamic programming divides a given problem
into simple and more manageable entities and attempts to
provide an optimum solution for the same. Dynamic
programming applies to many different types of problems.
However, here we focus on solving finite Markov decision
processes (MDPs) to illustrate the main idea of dynamic
programming. The MDP consists of the following:

*

a sequence of diserete ume stepsn=0,1,2,...:

=

a finite set of possible states of the environment s €5

a finite set of possible actions in each state a € A;

=

a state transition function ¢ ; § =4 = § — [0, 1] which defines

the transition probability P [sy+1 | Sn.a]:

B

areward function r; 5 % 4 ¥.§ — R which gives a reward for
taking action a, 1n state s, resulting 1n new state ;..

Dynamic programming offers a computationally more
efficient method of finding the optimal solution compared

to brute-force techniques. However, dynamic
programming still suffers from the curse of dimensionality.
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the computational and memory requirements grow
exponentially as the number of states and actions increases.
Hence, dynamic programming may not be the best overall
solution in many cognitive radio applications, especially,
those involving mobile, battery-powered user equipment
with limited computational and memory resources.

Finally, we would like to point out that
dynamic programming requires a model for the state
transitions and rewards. In the following we will briefly
review a few dynamic programming as well as other
optimization approaches for optimizing the performance of
cognitive radio systems.

5.3.2 OEUmlzmg the sequential order of
sensing multiple frequency bands

In [76] the optimization of the frequency band sensing
order in a multiband cognitive radio system is considered.
That is, in each time slot, given ng frequency bands, the

secondary user senses the frequency bands one at a time
successively until a frequency slot that is available and also
has adequate channel quality is found. Then the secondary
user proceeds to transmit on that frequency band for the
rest of that time slot. The goal is to optimize the frequency
band sensing order so that the expected throughput of the
secondary user is maximized. Dynamic programming is
employed to obtain the optimal sensing order in both cases
of known and unknown availability probabilities w; The

optimal solution in the case of unknown w; balances

between short-term and long-term gains. Dynamic
programming suffers from the curse of dimensionality, and
thus obtaining the optimal solution via dynamic
programming may become computationally prohibitive if
the number of frequency bands is large. Hence,
computationally more efficient, yet optimal sensing orders
are obtained for certain special cases of availability
probabilities and achievable rates. Moreover, it is shown in
[76] that the intuitive sensing order selecting the frequency
bands in the order of their availability probabilities w; is in

general not optimal if adaptive modulation is employed,
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and thus the achievable rates are not equal on different
frequency bands.

Other approaches to optimizing the sensing
order in multiband cognitive radio systems have been
proposed in [83,126] and in[52], where a collaborative
spectrum search strategy is proposed for maximizing the
expected number of frequency bands identified as being
available.

5.3.3 Optimizing the secondary system
throughput

In (163, 165] an optimal energy-detection-based joint
multiband detection approach for cognitive radio systems is
proposed. The throughput of the secondary system
ismaximized by finding optimal detection thresholds for the
joint energy detection problem over multiple frequency
bands. Let i = 1, 2,..., ng denote the different frequency

bands. The single secondary user optimization problem is
formulated as:

max B (i) = rT 1 — Py (w)](5.1)
4] - :
where
.‘i?l’I-‘i‘:‘_f;JJ..f'!.I”_i;.}_] () <egp, 7=1,2,....,J, (5.2
Pyupg<8, (5.3)

Pr ay<a, (5.4)

Where r is a column vector of the achievable rates on
the different frequency bands, w is a vector of the energy
detector thresholds for the different frequency bands,
Ppa(w) is a vector of probabilities of false alarm at the

different frequency bands given w, Pypp(w) is a vector of

probabilities of missed detection at the different frequency
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primary user j, s;is a constraint for the interference caused

to the primary user j, g is a vector of probability of missed
detection constraints for the different frequency bands, and
a is a vector of probability of false alarm constraints for the
different frequency bands. The constraints in (5.3) and
(5.4) are defined item-wise. The above generally non
convex optimization problem is reformulated in [163, 165]
in a convex form with convex constraints under certain
conditions by exploiting the properties of the energy
detector and its distributions under both hypotheses. That
is, the fact that the Q-function is monotonically
nonincreasing allows transforming the constraints (5.1) and
(5.2) into linear constraints. Moreover, an alternative
formulation in which the priority weighted probability of
missed detection, ie., cTPpp(y), is minimized given

constraints on the minimum secondary throughput as well
as on the probabilities of missed detection and false alarm
on the different frequency bands is proposed. In addition, a
collaborative spectrum sensing optimization problem
controlled by a fusion center is formulated. The secondary
users transmit their local summary energy measurements
to the fusion center that performs a linear combination to
obtain the global test statistics for the different frequency
bands.

Naur

£ = Z agicp, 1= 1,2,......,n8, [5.5)

k=1

Where Ngyj is the number of collaborating secondary
users, a ;is a weighting factor for the frequency band i of
the secondary user k, and E; is the summary energy

detection test statistic for the frequency band i of the
secondary user k. An optimization problem, similarly to
(5.1)=(5.4), is formulated in which both the weights a ;

and the thresholds y; are optimized to maximize the

secondary system throughput. Two near-optimal solutions
to this generally nonconvex problem are proposed. In [172]
genetic algorithms, a global optimization approach, have
been considered for solving this problem as well.
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5.4 Machine learning

In spectrum sensing, machine learning methods are
used to determine the accessibility of primary users. The
benefit of machine learning compared to traditional
collaborative sensing systems is that it is more flexible
because there is no need for advance knowledge about the
channel [41]. In addition, in spectrum optimization,
machine learning methods are often used to assess the
primary user's conduct based on its previous operations.
The different categories are as follows [11]:

. Supervised learning

In this scheme the classifier learnsat first by means of a
givensample datawith a predefined input and output. After
the classifier learns, it can now resolvethe output of a fresh
set of information. To determine the accessibility of PU
channels, methods including support vector machines
(SVMs) and weighted k-nearest neighbors (kNNs) are
used [41].

. Unsupervised learning

Unsupervised learning utilizes clustering methods
without the training phase to define the class of a specified
input. Some of the techniques used includes“k-means” and
“Gaussian mixture models (GMMs)” [41].

. Reinforcement learning

Reinforcement learning again does not involve a
training phase. The agent in this scheme, moreover,
investigates all feasible activities and benefits with a trial-
and-error approach. This results in optimizedsystem
performance [11]. Of the three classes, reinforcement
learning methods are the most suitable for cognitive radio
tasks, such as spectrum sensing and access. The correct
action in each state is in general unknown or difficult to
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find out due to the dynamically changing environment.
Hence, supervised algorithms are difficult to employ in
practice. However, the natural rewards for reinforcement
learning methods in these tasks are related to the
throughput of the secondary wusers and collisions
encountered with other users of the spectrum.

5.4.1 Hidden Markov models.

Hidden Markov algorithms are among the major
predictive machine learning methods. Because of their
strong rational basis and computational complexity, HMMs
were used for forecast in different areas, including
inventory markets and voice recognition [20]. In the
regulation of cognitive radio, first the PU channel utilization
pattern needs to be explored so as to obtain the request
access to the spectrum, then projections about future PU
trends can be decided on the basis of learned pattern. The
use of HMMs is discussed in | 1-3, 12, 37 42-45] for
PU pattern prediction. In [ 12], the secondary user first uses
a concealed Markov model to study the PU's pattern. The
primary user is formulated as a "continuous-time Markov
chain (CTMC)" whose constraints are acquired by means
of gradient technique.

5.5 Game-theoretic approaches

Game theory is a collection of mathematical methods
and tools for modeling, analyzing, and predicting the
behavior of multiple interacting entities. In cognitive radio
applications, game theory is important for modeling and
analyzing the interaction of individual spectrum users, as
well as designing algorithms for efficient and effective
sharing of the scarce spectrum resources.

The simplest model of strategic game with numerous
decision makers is given below:

Game theory is broadly categorized into cooperative
and noncooperative types. Noncooperative games apply
naturally to cognitive radio systems in which the secondary
users act selfishly and compete with each other, while
cooperative games apply to systems in which the users
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cooperate with each other and act jointly. In addition, we
will take a brief look at auction games and finally an
overview of stochastic games that provide an excellent fit to
the dynamic environment encountered in cognitive radio
applications will be given.

5.5.1 Non cooperative games

In a noncooperative game the players choose their
strategies independently to achieve their own goals. Note,
however, that this does not mean that the players are not
allowed to cooperate in a noncooperative game. It only
means that this cooperation cannot be enforced. That is,
each player decides individually whether to cooperate with
the other players or not. Nash equilibrium is a fundamental
concept in noncooperative game theory. Nash equilibrium

is a strategy profile a*€A such that

- asetof players N={1,..., Nsu};

+ a set of strategies (actions) for each player Ay i EN. A
strategy a; € Ay is a complete plan of action for each
situation in the game. Moreover, let a_; denote the
strategies of all the other players except player i. The
combined strategy space is the set of strategy profiles A

= Ay X X Awse

-

payoff (utility) functions ry: A — R, i € N, which give the
players a payolf (utility)

for the joint strategies aq,...,ax.

That is, no player can unilaterally improve his/her
payoff by changing his/her strategy if the other players
employ the Nash equilibrium strategies. Accordingly each
player’s optimum reaction approach is defined given the
other players’ strategies. However, in general, a Nash
equilibrium is not necessarily the optimal equilibrium
providing the highest cumulative payoff due to the
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noncooperative nature of the game. Moreover, a game may
have multiple Nash equilibria with different payoffs. Hence,
different concepts such as Pareto optimality, evolutionary
equilibrium, and correlated equilibrium as well as different
techniques such as pricing have been proposed for
choosing the optimal equilibrium and improving and
refining in efficient equilibria. For more information on
these concepts, see, e.g., [118,209].

In [174] the spectrum access in cognitive radio
networks is formulated as a strategic noncooperative game
with power and interference constraints. Each secondary
user aims at maximizing its own transmit rate given local
constraints on the transmit power and interference caused
to the primary users. Both null and soft interference
constraints are considered. That is, the projection of the
transmitted signal power along the sub- spaces
corresponding to the primary users (in the spatial,
frequency, or time domain) is either zero (null constraint)
or below a given threshold (soft constraint). Distributed
asynchronous MIMO iterative water filling algorithms
(IWFAs) are proposed for the cognitive radio network
under different interference constraints. The Nash
equilibrium is shown to exist for all of the different game
formulations. Moreover, sufficient conditions for its
uniqueness and the convergence of the proposed
distributed algorithms to the Nash equilibrium are
established.

Spectrum access in cognitive radio networks
under global interference constraints has been considered
in [154]. Each secondary user seeks to maximize its own
transmit rate over multiple frequency bands given a local
constraint on the transmit power and global constraints on
maximum per-carrier and total aggregate interference
caused to the primary users. A pricing mechanism
introduces a penalty in the payoff function depending on
the interference levels. The noncooperative game is
formulated using the frame work of finite dimensional
variational inequalities(VIs). Conditions for the uniqueness
of the Nash equilibrium are established and distributed
algorithms with minimum signaling from the primary users
to the secondary users (i.e., to broadcast the updated
prices) converging to the Nash equilibrium are proposed.
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Similar pricing based interference management concept is
employed in [70] and distributed ad hoc cognitive radio
networks.

The algorithms in [70,154,174] assume perfect
knowledge of the channel state information (CSI) between
the secondary transmitters and primary receivers. In [213] a
noncooperative strategic game formulation of spectrum
access in cognitive radio networks with robust interference
constraints is proposed. Each secondary user is assumed to
know only the nominal channels to the primary receivers.
A nominal channel is defined as a corrupted version of the
actual channel corrupted with an error belonging to an
elliptical uncertainty region. Thus, each secondary user
should satisfy the worst-case interference constraints
defined by the wuncertainty region. The robust
noncooperative strategic game in which the secondary
users aim at maximizing their own transmit rates given the
robust interference constraints is formulated as a VI
problem and asynchronous distributed algorithms are
proposed for achieving the Nash equilibrium.

In [230] a collaborative spectrum sensing
framework is proposed in which the secondary users try to
maximize individual revenue functions that depend on the
achievable rate as well as on delay and energy consumption
due to cooperative sensing. The problem is formulated as a
noncooperative game in which the secondary users decide
whether to participate in cooperative sensing or not.
Distributed algorithms based on information exchange
among the secondary users are proposed for obtaining a
Nash equilibrium with both identical and non-identical
detection and false alarm probabilities among the users.

5.5.2 Cooperative games

In general, cooperation among the players provides an
opportunity to improve the over all collective result. In CR
network cooperation can be realized in different forms: the
nodes may share their sensing outcomes to find more free
channel space, as well as helping the other users in
interference management, routing etc.

An important class of cooperative games comprises
coalitional games [171]. Coalition games are collaborative
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games where players form coalitions that can implement
coalition collaboration. A coalition game can, therefore, be
regarded as a game between coalitions rather than between
players. A coalitional game consists of

« asetofplayers N ={1,..., Nsu};
« a coalition value function v that quantifies the worth

of a coalition 5.
The value of a coalition S is denoted by v(5).

A widely used and important subclass of coalitional
games is composed of coalitional games that are in
characteristic form. In coalitional games that are in
characteristic form the value of a coalition depends only on
the members. Moreover, a coalitional game may have
either transferable or nontransferable utility. The value of a
coalition may not always be represented as a single real
number or be divided in a meaningful manner among the
members of the coalition. Such games are called coalitional
games with non-transferable utility.

In [170] collaborative single-band spectrum
sensing in cognitive radio networks is modeled as a
coalitional game with nontransferable utility. Distributed
algorithms are proposed for forming the coalitions. That is,
the secondary users autonomously form coalitions using
merge and split rules to maximize their payoff in terms of
probability of detection and a cost for false alarms. Due to
the cost for false alarm and coalition is rarely the optimal
structure, hence, the class of games formed belong to the
class of coalition formation games [171]. Moreover, a
coalitional voting game for guaranteeing a desired
probability of detection is proposed and used to
complement the merge and split based algorithm. In the
proposed coalitional games each coalition head acts as the
fusion center in the collaborative detection. The user with
the highest probability of detection is chosen as the
coalition head in each coalition.

5.5.3 Auction games

An auction is a sales process in which the prospective
buyers compete by bidding according to the rules of the
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auction to buy the goods or services under auction. Auc-
tions are most often used in situations when the seller does
not have a clear idea of how the prospective buyers are
valuing the goods under auction. A particularly interesting
form of auction, especially from the cognitive radio
perspective, is the second-price sealed-bid auction in which
the bidder placing the highest bid wins the sealed-bid
auction but instead of paying the price equal to his/her
own bid the bidder pays the price equal to the second
highest bid. The appealing feature of a second-price sealed-
bid auction is that it gives incentive to the bidders to bid
truthfully since bidding truthfully is the optimal strategy

[205].

In [68] spectrum access in cognitive radio networks is
formulated as a repeated auction game with entry and
monitoring fees. The auction is coordinated by a secondary
coordinator. The entry fee accounts for the energy
consumption due to the spectrum access and channel
estimation needed for bidding and the monitoring fee
accounts for the cost of spectrum sensing and the
subscription to the common control channel to obtain past
auction history information. The entry fee is paid only
when the user participates in the auction while the
monitoring fee is paid in each time period. The repeated
auction of spectral opportunities follows the second-price
sealed-bid auction format in each time period. A learning
scheme based on Dirichlet processes is proposed to
optimize the bidding of the distributed secondary users.
The Dirichlet process is employed to model the distribution
of the winning bid given the past auction history.

5.5.4 Stochastic games

The concept of stochastic games was already
introduced in Section 5.3.3 when we defined the multi
agent reinforcement learning problem as a stochastic game.
Stochastic games are an extension of MDPs in which
multiple players interact in noncooperative or cooperative
manner. We repeat the formulation of a stochastic game
from the reinforcement learning section for convenience
using more game-theoretic terminology.
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Stochastic games differ from the other games
discussed earlier in the sense that there are several states
that change throughout the game execution. Hence,
stochastic games provide an excellent fit to the constantly
changing dynamic conditions in CR Networks. The
consequence is that in a stochastic game the players’ tactics
depend on the current state. The mapping of the states to
actions is called a policy.

Multiagent reinforcement learning is one of
the most prominent approaches for optimizing the
behavior of the players in a stochastic game (i.e., learning a
policy that maximizes a given objective function). See
Section 5.3.3 for an introduction to multiagent
reinforcement learning, solving stochastic games, and their
applications to cognitive radios.

That is, a stochastic game consist of
- a sequence of discrete time stepsn=0,1,2,...;

+ aset of players N ={1,..., Nsu};

+ a set of possible states s €5;

+ a set of possible actions for each player in each state a; €
Aii €N, The combined action space is A= A1 % -+ X AssLI;

- a state transition function ¢ S x A x5 — [0,1] which
defines the transition probability P [se+1 | 5w 8ta,..-,
ans(,al;

+ payoff functions ri: S x Ax 5 = R, 1 € N, which give the
players a payoff for the

joint action at.m,...,ansy, of the players in state s,

resulting in new state Sp1.
5.6 Location awareness and geolocation

Location awareness and geolocation are at the core of
situational awareness in cognitive radio systems. Or, more
precisely, awareness of one’s location relative to the other
spec- trum users is at the core of situational awareness
since, depending on the application, it may not be
necessary for a cognitive radio user to know its exact
geographical location; rather a location relative to the other
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users of the spectrum may suffice. Nevertheless, location
information plays an important role in spectrum access and
interference man- agement. The more accurately a
secondary user knows the locations of the other users of
the spectrum and the network topologies, the more
accurately it can estimate the level of interference caused to
them by its transmissions and subsequently adjust its trans-
mission parameters accordingly. Location information is
also beneficial in routing and scheduling problems. The
capability to understand propagation phenomena and
detec- tion distances, primary user communication
distances, and interference distances add to the location
awareness and allow for modeling areas of harmful
interference, achiev- ing high data rates, as well as
satisfying the interference constraints. The question then
arises: how can a cognitive radio user obtain this location
information?

Outdoors, a mobile secondary user may
employ satellite positioning techniques such as global
positioning system (GPS) to obtain its own geolocation. In
some cognitive radio applications this may already provide
the secondary user a wealth of information for efficient and
effective spectrum exploitation. For example, the reuse of
digital TV frequency bands is such an application. The TV
broadcast towers are located in fixed, static positions that
are typically publicly available. Hence, a cognitive radio user
know- ing its own geolocation can easily determine the
nearby TV broadcast towers and the channels employed.
However, in general, the primary transmitter geolocations
may not be available in advance. Moreover, if the user is
indoors or no GPS or other satellite posi- tioning system is
available the user may have difficulty in determining its
own geoloca- tion. Finding out an unknown location of a
wireless transmitter is a challenging prob- lem requiring
advanced signal processing algorithms. Moreover, reliable
and accurate localization requires distributed cooperative
techniques. Various proposed approaches include received
signal strength- (RSS) [85], time-of-arrival- (TOA) [33, 34,
58, 80, 87|, direction-of-arrival- (DOA) [80], and sensing
result-based [128] techniques.

The above techniques can also be applied to determine
the locations of the other secondary users. However, such
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information may be obtained through other means as well,
such as information exchange or mutual ranging [66],
provided that the secondary users in the cognitive radio
network cooperate with each other.

Finally, we would like to point out that the interference
in a wireless communication system is experienced at the
receiver and not at the transmitter, hence, knowing the
location of the primary receivers is much more beneficial
than knowing the location of the primary transmitters.
However, this is notoriously difficult if the receivers are
passive, as, for example, TV receivers are. In principle, even
passive receivers may be detected by exploiting the local
oscillator leakage power emitted by the RF front-end of a
wireless receiver when a signal is received [29, 221].
However, the typical leakage power is very low, limiting
the detection range to only a few meters at best. Thus, in
applications involving passive receivers, one may have to be
content with knowing only the locations of the primary
transmitters.

5.6.1 Location based hybrid spectrum
sensing and power allocation

In this stage, it is presumed that the SU transmits with
overlay mode (P,) at the same time it keeps scanning the

channel to check for possible interference due to signals
from PU or other users. In dual phase sensing discussed in
chapter 4,the first phase scans the channel to locate for
interference, if found, the second phase detection is carried
out to locate the source of interference to verify that the
signal is from PU. Upon verification, SU must vacate the
channel and switch to underlay mode (P,). If the

verification fails, then it is concluded that the signal is from
other SU or a possible miss detection in which case SU can
continue to operate in overlay mode. Algorithm 5.1 gives
this process of sensing and power assignment.

To ascertain the source of interference, the
parameters such as distance, angle of arrival of the signal
must be detected. The directional antennas are used to
locate the incoming signal direction which is known as
DOA (direction-of-arrival) estimation. The detection
mechanism involves the use of antenna arrays with each
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element receiving the same signal. As these elements are
separated by a finite distance, the received signal at each
element will have a phase difference. The evaluation of the
phase difference among the array elements in turn give
direction (0). The estimation is done by means of a
function called pseudo spectrum PMU ().

There are different techniques that can be found in
literature [20], [21]for the assessment of PMU(6) such as
maximum likelihood, beam-forming, eigen analysis,
MUSIC, minimum variance, root-MUSIC, etc.

Algorithm 5.1: Dual phase Detection with DOA

1: Received signal at CR y <= hs +n
2: Signal energy E = |y|*

3 If E< A then

B! Owverlay transmission Pr
5

else //interference detected

0 Underlay transmission Po

G Idemtify source by DOA detection

T From MUSIC Algorithm find [ &)

& il (Bs===6y) then [/ feompare with PU
o PU active Underlay transmission Fo
10 else

11: PU not active Interference is due
12: 1) miss detection from another user or
13: 21 malicious user active

14: channel dominance by usage continuation
nntil channel is free/ /channel jamming

152 endif

16 endif

17: Repeat from step | to step Y

Fig.4. illustrations the model for estimation of PMU (6)
using MUSIC algorithm [11].
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The antenna array elements (Fig.5) receives the same
signal with phase difference form a distant source, i is
given as

'r?r' |_ L|||f Z*J F??—]J.I'-fl_l_nm”f’:.:u.l

The antenna array elements are spaced uniformly
by where is the signal wavelength. Let ??(?) be a plane
wave radio signal emitted by the source i (PU) impinging
on the receiver’s antenna array at an incidence angle ?7?.
After travelling from source (PU) to destination (SU) it first
hits the leftmost (nearest) element. Considering there are d
sources the signals generated by all the d sources, ??, 1<K

d, the overall signal and noise powers received by the mth

array element at time tis given as [22]:

Ex MU (8) 0.8 .04

Carrelation Matrix Ekpen MUSIC Spectrum Estimation ofthe
Caleulntion Decomposition Calculations largest perks

Fig.5.3. Model to estimate DOA(PMU(6).

Fiftl

Fig.5.4. Uniform linear array antenna.

which can be written as
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S1(t)

(t) = [a(fh),a(fs)... a(6a)] 5?:“) +n(t) (5.7)
Sal(t)
z(t) = AS(t) + n (t) (5.8)
where
z(t) = [z () 22 (t) ...z (£)]" (5.9
S(t) =[Sy (t) Sa(t) ... Sk ()] (5.100)
n(t) =[ni(t) na(t)...ng {f)]r (5.11)

is a zero mean spatially uncorrelated additive noises
with covariance matrix.

A represents steering matrix [KXD]

where
T () = [1 eldieive e”\'-l)fﬁ] r (5.13)

is the steering vector.
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2T A
;= T?‘"i“ (6:) (5.14)

ar i
5 18 wave number and g 18 element spacing,

wi = msin () (5.15)
is wave number and is element spacing.

Where is known as special frequency.

The idea is to move the antenna array along a given
direction at a time measuring the received power. The
DOA estimation involves locating the direction of the signal
which corresponds to the maximum power received. This
is accomplished by moving the antenna array mechanically
or electronically.

Y (t) = wh X (1) (5.16)

The received power aggregated over N samplesis given
as [23]
= 1 o
Plw) =5 W) =5 DX (1) X¥ () (5.17)

n=1 n=1

A measure ??? of the covariance matrix is obtained and
its eigenvectors are divided into signal and noise subspace
(') and the DOA is calculated from one of these subspaces
by MUSIC algorithm. The resulting spectrum is expressed
as [11]

conH = o
PMU (0) = ()" o) (5.18)
#l'\-‘f}”?_\'?_-\-? |‘-']":
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where
a(6) EyEfa (6)

represents Euclidean distance, EN is the noise
subspace and is composed of K-D eigenvectors associated
with the noise.

@ . » .
H= "Hermitian” means conjugate transpose

5.7 Simulation results

wpisin hiretion PYLE 4B
E & = & 2

Fig.5.5. Music spectrum for d=1/2, and N = 200 and
varying ‘K’
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Fig.5.6. Music spectrum for K=10, and N = 200 and

varying ‘d’

Fig.5.5 showsthe relation of MUSIC spectrum with
number of antenna elements(K) for given sample size N.As
can be seen from the simulation results that with increase
in the response of MUSIC spectrum turn out to be sharper
which results in enhanced accuracy.

Fig.5.6 shows the plot of music spectrum versus the
range(d). It can be clearly seen that as the distance
between array elements decreases the coupling effect
increases. Further as the distance increases the probability
of estimation falls exponentially.

5.8 Chapter summary

In this chapter, the optimization of the spectrum
exploration and exploitation processes in cognitive radio
networks has been considered. Spectrum exploration is the
process of obtaining local awareness of the spectrum state
through spectrum sensing. The goal of spectrum
exploration is to find idle spectrum that can then be
exploited. Optimization of spectrum exploration includes
optimization of the whole spectrum sensing process that
determines which frequency bands are sensed, when they
are sensed and for how long and by which users, and how
are the sensing results from multiple users combined. This
involves trading off quantities such as diversity, detection
speed, and performance. Spectrum exploration is coupled
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with  spectrum  exploitation.  Spectrum exploitation
addresses the questions: what happens after idle spectrum
has been found; and how is the idle spectrum subsequently
exploited? Spectrum exploitation optimization involves
optimizing the spectrum access process that determines
which idle frequency bands to access, for how long, and by
which users. It involves choosing the transmit powers and
waveforms to be employed, as well. The goal of spectrum
exploitation combined with spectrum exploration is to
maximize the throughput of the secondary network and
pro- vide a desired quality of service for the secondary
network while guaranteeing that the level of interference
caused to the primary users is below the given interference
constraints.
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6. POWER ALLOCATION
OPTIMIZATION FOR FADING
CHANNELS IN COGNITIVE
RADIO NETWORKS

6.1 Introduction

This chapter proposes optimal power and bandwidth
allocation in a cognitive radio network under Rician,
Nakagami-m and Log Normal fading channels. The
performance metric for the network used is the ergodic-
capacity of all the SUs. Further, this chapter investigates the
optimal power allocation schemes to achieve the primary
capacity bounds of a secondary network with Rician,
Nakagami-m and Log Normal fading channels. Specifically,
the ergodic-capacity is considered. Besides, the
peak/average transmit-power constraints at the SUs and
the peak/average interference power constraint imposed by
the PU. The equations of optimal power allocations are also
formulated under peak-power and peak-interference
constraints. Further, the analysis is done for a network of
SUs. Simulation results depicted with figures and tables
show that the optimal power and bandwidth allocation for
the above fading channels. The investigation and analysis
on optimal power and bandwidth allocation can be used
for future reference of resource allocation in the cognitive
radio networks over Rician, Nakagami-m and Log Normal
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fading channels. Various works have as of late
contemplated data theoretic limits for radio resource
allocation in CR. The authors in [5], developed maximum
ergodic-capacity for the secondary user to target the
optimal power allocation subject to the average-
interference-power (AIP) and peak-interference-power
(PIP) constraint set by a primary user. The secondary user
outage-capacity, ergodic-capacity, and minimum-rate-
capacity were investigated earlier in [3-6].

The literature stated above studies the system having
only one SU specifically for Rayleigh fading whereas, the
proposed work considers radio resource allocation over a
network of SUs with Rician, Nakagami-m and Log Normal
fading channels. Even though fading channels have been
extensively studied in the current literature [7-13] they fail
to address the issues of resource allocation on these fading
channels. This chapter, revisits some of the equations
derived in the above stated works and apply the considered
channel conditions.

In this chapter we shall first give a more detailed
description of the popular single state fading models with a
brief mathematical introduction to the fading phenomenon
and then describe the proposed radio resource allocation
over a network of SUs with Rician, Nakagami-m and Log
Normal fading channels.

6.2 Fading channel impulse response

Multipath fading arises physically from the addition of
a large number of multipath reflections at the receiver.
These reflected signals (from buildings, hills, the ground,
etc.) are often nearly equal amplitude, but random in
phase. It can be shown [4] that the complex baseband
channel impulse response corresponding to this type of
fading is

N-1

hit;7) = Z ar (t) exp{ilwpr (t — 7k (8)) — werke ()] }8[t — 7 (£)] (6.1)
k=0

where  represents the k' received amplitude, the

exponential term represents the k* received phase, and the
kth path is delayed by a time- varying delay. The function
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is a Dirac delta, and where is the carrier frequency.
The term represents the Doppler shift associated with the

k™ received multipath echo. The Doppler shift represents
the shift in frequency of the received signal due to motion
of the transmitter and/or receiver. The Doppler shift will
be discussed in more detail in the next section when we
describe the Rician model.

It is to be noted that in the work that we have
done we are considering a nondispersive channel in which
case the time delays are very closely spaced in time and
much smaller than any signal symbol duration. In this case
we approximated all as, and when all amplitudes are equal,
the sum of the exponentials is our multipath-fading
envelope. For the Rician case, one of the amplitudes is
much larger than the others.

6.3  Popular Fading Models
6.3 Rayleigh Fading

This distribution is usually used to model a channel
when there exists no significant LOS component and radio
propagation is usually achieved by local scattering. When
there are a large number of scatterers in the channel that
contribute to the signal at the receiver (i.e., no prominent
LOS path), then the composite received signal consists of a
large number of equal amplitude plane waves. This kind of
fading is commonly encountered in urban areas, for
instance a mobile user among many high-rise buildings.

If the number of received waves N is sufficiently large,
from (6.1) and by the Central Limit Theorem the complex
received envelope can be modelled as a wide-sense
stationary Gaussian random process. The real and
imaginary parts of the complex received envelope are
independent and identically distributed zero-mean Gaussian
random variables, thus the envelope, the square root of the
sum of the squared in-phase and quadrature (I & Q) zero-
mean Gaussian processes, is said to be Rayleigh distributed.
These I and Q processes are completely characterized by
their mean value and autocorrelation function. When the
time delays are on the order of 1/ f. and larger, the

random phase terms are essentially uniformly distributed
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over the interval [o,2n], and vary rapidly (the path delays
themselves vary slowly, but the delays multiplied by the
carrier frequency vary rapidly [1]). Since the means of the I
& Q channel processes are zero, the variance of the
quadrature components equals the mean-squared value
(the mean power). The Rayleigh probability density
function (pdf) is completely characterized by this mean
square value. As noted, under these conditions the envelope
of the channel response at any time instant has a Rayleigh
probability distribution and the phase is uniformly
distributed in the interval (o, 2n). This translates to the
following: a Rayleigh process is the envelope of two zero-
mean Gaussian processes, where by envelopes we mean
the square root of the sum of the squares. That is the
envelope r(t) of the complex received signal is given by

r(t) = () + Q2 (1) (6.2)

Raylegh tading v lime
T T

ik} (&)

. i i i i i i
o 2 40 g0 al 10 1200 140 B0 180 200
k- samphe tire

Figure 6.1: Time series of Rayleigh fading samples.

And the pdfis given by

Ir _ =
Pr (r) =={ ””p( “)’ r20 54

0, otherwise
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Where

Raylaigh fading POF
T

0m T T

Figure 6.2: Rayleigh fading probability distribution function.

Fig. 6.1 is the output of a simulation that uses the
above-mentioned Gaussian processes, and these processes
are filtered with a filter of normalized bandwidth B=o.1, to
yield the time correlation. Bandwidth is relative to the
sampling frequency of the simulation.

The probability distribution of the phase () can be
obtained by integrating the joint pdf equation over r, which
results in a uniform distribution [3]. Shown in Fig 6.1 and
Fig 6.2 is a time series plot of Rayleigh faded signal
envelope as a function of time and the Rayleigh pdf, for F

(%) =1L
6.3.2 Rician fading

There are many radio channels in which fading is
encountered that are basically LOS communication links
with multipath components arising from secondary
reflections, or signal paths, from surrounding terrain or
other obstacles. In such channels, the number of multipath
components is usually small and hence the channel may be
modelled in a manner somewhat similar to the Rayleigh
model but with an important difference: the presence of
the specular component and the presence of a Doppler
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shift in the frequency associated with this LOS component
or specular component. Whenever relative motion exists
between the transmitter and receiver, there is a shift in the
frequency of the received signal due to the Doppler Effect.
The Doppler shift represents the frequency shift of the
received signal due to motion of the transmitter and/or
receiver. The Doppler frequency parameter is the
maximum Doppler shift that the signal undergoes. Waves
arriving from ahead of the mobile have a positive Doppler
shift, i.e., an increase in frequency, while the reverse is the
case for waves arriving from behind the mobile. Waves
arriving from directly ahead of, or directly behind the
vehicle are subjected to the maximum rate of change of
phase, giving [3]

Where -Maximum Doppler shift, Hz
- wavelength of the carrier, m

- velocity of the mobile unit, m/s

Doppler Effect

Radio ware

‘//Auglé af Arwival
-

i o= *

Higher vavelength

A A

Lower wavelength

T
/]

Figure 6.3: Hlustration of Doppler shift.

Fig. 6.3 shows an illustration of the mechanism causing
the Doppler shift in frequency. Let the nth reflected wave
with amplitude ¢ and phase arrive from an angle relative
to the direction of the motion of the antenna.
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The Doppler shift of this wave is then
v _ .
Af, = —\-:"U-‘i-:’lnE'??-.‘?‘E'-.‘,r-!n'-.‘t!.'Ui'." [6.5)

where v is the speed of the antenna and is the angle of
arrival.

Referring back to Eq (6.5), the Doppler frequency, for
terrestrial velocities fp g is most often much smaller than

1/T where T is the shortest baseband signal duration
(symbol, bit, or chip time). Thus usually the maximum
Doppler shift is much smaller than the signal bandwidth.
The phase terms associated with the Doppler shift of the

kth path generally vary much more slowly than the random
phase terms, as fp g (which can itself be a function of

time) is in general much smaller than £ .

The pdf of the Rician distribution is given by [2]

. ro r* 4+ s rs . I
Prlr) = —5ep {— 553 })‘ﬂ (?) ,r=0 [6.63)

where - power in the dominant component,
- power in the scattered components

In the literature a Rician process is often characterized
by 2 parameters: its maximum Doppler frequency and its
Rice-factor or “K-factor”. The Rice Factor is defined as
follows:

Power in LOS component

Power in scattered components

Interpreting the Rice factor in mathematical form we
have, in dB

‘,:l

K — 1[:1.@_(;% dB (6.7)

The envelop distribution can be rewritten in terms of
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the Rice factor and average envelop power
2 Sy P
Efr®|=0,=s"2¢
by noting that

. K9, ., 9

K112 “ &+

(6.5]

The Rician pdf in terms of the Rice factor is

il Qp

{1 2 v
pe(r) = Mcxp{—k _ ;1)? } I {Qrv“”‘k +1) } Crz0 (659)
iy

It can be observed that for K = o the channel exhibits
Rayleigh fading, and when

K = o the channel does not exhibit any fading at all.
The pdf of the envelope is shown in Fig 6.4 for various
values of K. From the plots it can be observed that for K =
o the pdf is a Rayleigh distribution and for K>>1 the pdf
becomes approximately Gaussian with a mean square value

(power) s° In Fig. 6.4 the mean square values of the pdf
have been normalized to one.

Similar to the Rayleigh distribution, when the time
delays are on the order 1/f, and larger, the random phase

terms are essentially uniformly distributed over the interval
[0,2x], resulting in a uniformly distributed random phase
for the scattered components.An example time series of the
Rician fading samples is shown in Fig. 6.5 for K= 5 dB. As
expected, the presence of the specular or the LOS
component reduces the number of deep fades when
compared to the Rayleigh distribution time series in Fig.
6.1. For the simulations used to generate Fig. 6.4 we used
N =100,000 samples with the mean square value for each
case set equal to one. The filter bandwidth was set to o.2
and the maximum Doppler frequency was set equal to
0.05. For Fig. 6.5 the parameters for the simulation were
same as that of Fig. 6.4 except that we just 200 samples to
generate the time series.
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Figure 6.4: Rician PDF’'s for different K values.
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Figure 6.3: Time series of Ridan fading samples, K = 5 dB.

6.3.3 Nakagami-m Fading

As explained in the previous chapter, the Nakagami
distribution is very popular due to its versatility in providing
greater flexibility and accuracy in matching some
experimental data, and also due to the fact that the
distribution has been found to provide a very good fit for
the mobile radio channel. Beyond its empirical justification,
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the Nakagami distribution is often used because the
distribution can model fading conditions that are either
more or less severe than Rayleigh fading. When m = 1, the
Nakagami distribution is the Rayleigh distribution, when m
=1/2 it is a one-sided Gaussian distribution, and when the
distribution becomes an impulse (no fading) [2].

Two useful relations in our case are those relating the

Nakagami-m shape factor mand the Rician k factor and ¢*
(the power of the scattered waves), given by [6]

2
m% [6.100)
m2 —m
b ————— m>1 (6.11)
m—ym? —m

Wakagami-m tading POF

[

Figure 6.6: Nakagami — m fading probability distribution function.

Note that the above relations between m and k and not
exact but approximations. Since the Rice distribution
contains a Bessel function while the Nakagami distribution
does not, the Nakagami distribution often leads to
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convenient closed-form analytical expressions that are
otherwise unattainable.

The Nakagami-m probability density function p(r) of
the envelope r is given by|[6]

~y 2mm 2m— —mr? 6.12)
PO = Tomam P2 (6.12)

Where m = E?[r?] fvar(r?) , Q = E[]

o Dm+2) o\ o
E[*] = T (E) (6.13)

And
I'(m) = / ™ exp (—z) dx (6.14)
Jo

is the Gamma function. Fig. 6.6 shows the Nakagami
distribution for several values of m. It can be observed that
the Nakagami-m pdf for m = 1 resembles the Rayleigh pdf.
For the simulations used to generate Fig 6.6 we have used
N = 100,000 samples with a filter bandwidth of o.1

6.3.4. Log-normal fading

Statistical path loss models provide us with an estimate
of the mean path loss as a function of distance and other
parameters such as frequency and antenna heights. Since
these models treat the path loss as a random variable, it is
useful to know not just the mean but also the distribution
of this random variable. This would allow us to predict
how much variability we can expect and compensate for
this variability by providing additional margin so as to
provide reliable coverage. Experimentally it has been found
that the path loss in cluttered multipath environments is
log-normally distributed. This means that the log of the
path loss (for example, the path loss expressed in dB) has a
normal distribution.
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A normal distribution is defined by two parameters:
the mean, which is provided by the statistical path loss
models and the variance which is typically estimated based
on the type of propagation environment (WLAN, rural
cellular, etc). An explanation for the log-normal shadowing
distribution is that for any path there are many factors
contributing to the overall path loss (combinations of free
space loss, diffraction, reflection, transmission, etc). Each of
these losses is a random variable. The total loss expressed
in dB will be sum of all of these losses (each in dB). The
central limit theorem states that the distribution of the
overall loss (in dB) will trend to a normal distribution.
Another name for this effect is “log-normal shadowing”.
This refers to a model where the signal “shadowed” by a
variable number of objects and this results in the observed
log-normal distribution.

A positive random variable X is log-normally
distributed if the logarithm of X is normally distributed

Log-normal Distribution A random variable vy is log-
normal iff ((y)~N(w,ocA2).
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3 (e —p ¥
p(y) = —>—e 34 (6.15)

The Probability density function of lognormal random
variable is given by

The variance is

[eff'“J' _ 1] e(2+a?) (6.16)

6.4 System model

Figure 6.8: System maodel.

The cognitive radio system assumed (Fig.1) consists of
one or more Primary users and N secondary users with a
relay having multiple sensors. The primary users and the
secondary users operate in the same spectrum with
bandwidth W for their transmissions. Let h; and g; denotes

the channel gain between secondary transmitter and
secondary receiver(SUrx-SUrx) and between secondary

transmitter and the primary receiver (SUrx-PUgrx)

respectively.

Further let H and G denote the probability-density-
function (PDF) of the two channels discussed above, and
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let and represents instantaneous channel power gains, all
the above parameters are assumed to be known for
secondary users.

6.4.1 Optimal resource allocation

In this section, This chapter examines the resource
sharing issues for one user. Let us assume that there are
channels arranged in decreasing order in accordance with
their channel-gain to the interference-noise ratio(CINR)
quantified at the recipient. The channels sorted so that,
assigned channels can be used to define the start of the
channel assignment in place of the binary parameter B is
the bandwidth of each channel, and the PU action indicator
is where is the indicator(r to ). This results in the total
the number of channels and the power turns out to be
the user power allocation entities to be found so that the
data rate constraint can be fulfilled. The optimization for
the resource sharing problem can be articulated as below:

K K
; il P k) o (k) (6.17)
I}a]‘.ltj]{r”rp} : r” ; Ba'™, F;p g P [6.17)

provided

K ql'l.'j- Inl'l.'j-
> Blog |1+ ——— | 2¢. (6.18)
k=1 n +T"EJ” H;:

s

The above problem can be solved in two steps. The
process begins by determining the power for the given
channels , and then determines the peak value of that
minimizes the bandwidth-power product on the application
of power.

6.4.2 Channel Allocation:

After locating the optimum power values for a given
number of assigned channels , it results in that minimizes
the BP product:

K - K 9_& 1
min Z Is’.l”‘"-') (Z % - —‘) } (G.19)
K { (.f.-=| ot Hh-* (h i Rtk
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Gauss-Newton technique [18] can be applied iteratively
to solve the above problem. If it is assumed that is the
mean over all channels , and is the difference between the

instant value of CINR and its mean ,

This gives . As a result, (6.19) becomes:

K riy o K
min Z F® _h 257 - — = ! 16.20)
K - I (h+ AEYE = (kAR '

k=

for multiple user

M K

min Y ( ) (6.21)

i=1 k=1

subject to

3 2P = 0wl € 0,1} (6.22)

by
i
(B} g g =
T < 1LWVWiel [G.23
i=1
K (k) =(k)
Z !j’.rf,-k:' log (1 1 L;,) > 0. (6.24)
k=1 N+ per dp;

6.5 Optimal Power Allocation

For fading channels, ergodic capacity is defined as the
maximum attainable rate averaged on all the fading slabs
The solution to the following optimization problem gives
peak power assignment.

Pl 111:1*\ F[Z ril (6.25)
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That gives,

P =0,pa =0, [6.206°

mp1 + gapa = 1, (6,27

where represents the statistical probability above all
the concerned fading channel gains. This makes it easy to
prove that P, is a convex-optimization problem. Thus, the

duality gap is zero and solving its dual problem is the same
as solving the main problem. The Lagrangian of this
problem can be given as

Lip, A, v)=E[In (1 + hip1) + In (1 + haps)] + Mapr + dapa — v (g1p1 + gope — 1)
[6.28)

here and are the positive dual variables
g(A, 7) = maxpzL(p, A, 7)
related to the constrictions. The dual function is
miny - =oq( A, 7)
The Lagrange dual problem is then given by

Hence, the optimal solution requires to satisfy the KKT
constraints below:

=0, =20, v20, [6.20)
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mm + gape < 1, (6.30)

Aipp = 0, (6.3

Ymp + gape — 1) =0, [6.32)

Solving the above constraints using methods as [19],
the optimal solution is then deduced as

aLp, X, B,v) ki
dp; 1+ hip;

+ A+ vg; =00 (6.33)

where is determined by solving

Next it is examined that how Interference-
Transmission-Ratio(ITR) (the ratio of transmission to
interference power) influences the transmission strategy of
each transceiver. The analysis with three regions is
summarized as follows:

ik absg
T Yoy 7 T T hy, A i ¢ 6340
pi_{ & ff% c_ﬁ_ vi € {1,2} [6.34)

HIPT L 5'2?*; = I

Combining the results obtained under all the cases, the
optimal solution strategy for Pl can be summarized above.

0 JRi>Rat
Pt = g(% . g__l)_fe._,wx- Ry > Ry—1 (6.35)
i Ry = By — 1
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Ry> Ryt
= 3L - A+ L) RtI>R>R-1 (6.36)
0 R <Ra—1

81~

It is observed that for a transceiver the interference
power constraint (IPC) and Interference-Transmission-
Ratio(ITRs) define the optimal transmission strategies.
Usually, the transceiver with smaller ITR has the
opportunity to transmit.

6.5.1 Rician fading

A Rician fading channel can be defined by two
parameters: The first one, K, is the ratio between the
power in the direct path and the power in the other,
scattered, paths:

K=
202

The second one, Q, is the total power from both paths,
and acts as a scaling factor to the distribution:

Q=12 +20°
The received signal amplitude (not the received signal

power) is then Rice distributed with the following
parameters:

T 201+ K)

The resulting Probability density function is:
2
fa) 2(K;— 1)z exp(_K_ (K—;l):c )IO (2 /K(K;;r 1) z) ’
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The CDF

F(n)=1-0h (t—ij (638

On On

where Q/(.,.) is the Marcum-Q function. With H and G

are joint probability-density-function (PDF) of the rician
channel gains.

From classical water-filling power assignment problem
and its optimal solution [18]

max [G.39)
{pyik, ﬂ].l?-lll.g'.:"-:_'.?'l Eg c{H{{nH, G}

I Optimal Power Allocation over Peak-transmit-
power(PTP) and PIP Conditions:

In this case, F {PTP, PIP} and the optimal value of (29)
is denoted as the maximum of with for specific
realizations and given by

filh, g) = max H{{p:(h, g)}) (G.40)
pethogy
pi(h, g) < PP Vi (6.41)

N
> gmilh, g) < Q™. (6.42)
i=1
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if the optimal solution of the problem is then
thereexists,

we have

pr, =PV, 1<i<k-10<p! <PF, (6.43)
and

P, =0Vi,k+1<i<N. [6.44)

This gives the structure of the optimal solution for
power allocation over the PTP and PIP conditions.

I Optimal Power Allocation over Average-

Transmit-Power(ATP) and PIP Constraints:

Here,

F={ATP. PIP)
Fu{0)) £ By of £ OHELAPm(6.15)

and the dual function is given as

f:_th. 9% max H({p(h, giN—51 ) Apelh, g)|6.16)

with
s'zrrrr"‘- (F )< ek (G.47
: 1 #iPil, g) = Q (6.47)

where are the positive dual variables associated with
the ATP conditions. Here is written as
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Denoting the optimal solution of the problem as ,
Thus, for the optimal power allocation under the ATP and
PIP constraints, there exists at most only two users that
transmit at nonzero power.

6.5.2 Nakagami-m Fading

probability density function (pdf) and Its cumulative
distribution function is

2m™

(z;m, 1) = ————
A © I'(m)aQm

2m—1_ _m .2) foe ™ (A%
1 zxp( H.J e = 0. [6.48)

m = 1/2, and Q > 0)

"o
Fiz;m, Q) = P(m, —z°)
L \ g? A
The parameters m and Q are
EF X7 e
m = .0 = E[X7]

1. Optimal Power Allocation under PTP and PIP
Constraints:
Similar analysis as in A.1 can be performed to
find the optimal solution as then there exists,

suchthat

P, = PRVi1<i<k—1,0<p], < PI, (6.19)
And

Pi = Ovi,k+1<i<N. (6.50)
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This gives the structure of the optimal
solution for power allocation under the PTP and PIP
constraints.

2. Optimal Power Allocation under and PIP
Constraints:

similar analysis as in A.2 can be performed to find the
optimal solution as .

( y riH, G N L pany G510

where {M]1 < ¢ < N} are the positive dual variables related to ATP conditions.

Here f&% 9 is writien as

f;‘._w & max Hi{p(h, g)})-5N ) Ak, 0)[6.52)

.*surrr;';lgfpil_’fr. g) < QF* (6.53)
6.5.3 Log-Normal fading

Log-normal Distribution A random variable is log-
normal iff. The Probability density function of lognormal
random variable is given by

' [lmry u:"‘
p(7) = —=e"" 2= (6.54)
oy 2T
The variance is
lexp(0?) — 1)exp(2u + o7 (6.53)
Tax [G.506)

[k, g).¥hgleT Enal{H ({m(H, C1}))

From classical water-filling power assignment problem
and its optimal solution [18]

6.6 Simulation and discussion.
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This chapter considers a cognitive radio network with
one PU and a network of SUs. Two separate fading
channels the Rician and Nakagami-m are considered.
About 1000 randomly generated sets of channel power
gains h and g are used. Other parameters assumed are
W=1,=1.

Fig. 6.9 shows the simulation of the sum ergodic
capacity in PTP+PIP, and PTP+AIP constriction against.
The simulation is carried out for N=2 and N=4 for Rician
fading channel. It can be seen from the figure that the
maximum sum ergodic capacity attained in PTP+AIP is
higher than that obtained over PTP+PIP for any given
number of secondary users. This is for the reason that the
power assignment is handier for SUs over the ATP
constriction than over the PTP constriction. Further
achieved maximum ergodic-capacity improves with more
number of SUs.

Fig.6.10 shows the simulation of sum ergodic capacity
in PTP+PIP, and PTP+AIP constriction against with
Nakagami-m fading channel for N=2 and N=4. The results
are more or less similar as in Fig 6.9. However, nakagami-
m channel has better maximum sum ergodic capacity than
the Rician channel. Further, it can be observed that the
performance of ergodic capacity increases with the number
of SUs.

PTP+AF Rician N=2
PTP+P P Rician M=2
PTP+AP Rician N=4 |77 E s
—&— PTP+P P Rician f=4

Zum Ergudic Capaciiy[nal=/=)

0&
a

5 o 15
Paak transmil Power PFYAE]

Fig. 6.9. Sum ergodic capacity with Rician fading
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Fig. 6.10. Sum ergodic capacity with Nakagami-m
fading channel versus .

Fig.6.11. shows the plot of sum ergodic capacity in
PTP+PIP and ATP+PIP constriction against . The
simulation is carried out for N=2 and N=4 for the Rician
fading channel. It can be seen from the figure that the
maximum sum ergodic capacity attained in ATP+PIP is
higher than that obtained under PTP+PIP for any given
number of secondary users. This is for the reason that the
power assignment is handier for SUs over the ATP
constriction than over the PTP constriction. Further
achieved maximum ergodic-capacity is better with higher
number of SUs.
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Fig. 6.11. Sum ergodic capacity with Rician fading
channel versus .

Fig. 6.12. shows the plot of sum ergodic capacity in
PTP+PIP and ATP+PIP constrictions against . The
simulation is carried out for N=2 and N=4 for Nakagami-
m fading channel. It can be seen from the figure that the
maximum sum ergodic capacity attained in ATP+PIP is
higher than that obtained under PTP+PIP for any given
number of secondary users. This is for the reason that the
power assignment is handier for SUs over the ATP
constriction than over the PTP constriction. Further
achieved maximum ergodic-capacity is better more number
of SUs. It can also be observed that the nakagami-m
channel has better maximum sum ergodic capacity than
Rician channel.

Fig.6.13 shows the plot of maximum sum ergodic
capacity in PTP+AIP, ATP+PIP, ATP+AIP versus W for
N=2 and N=4 with Rician fading channel. It can be seen
that the increase in the number of secondary users results
in better maximum sum ergodic capacity. Here it can be
observed that with the increase in W does not cause
saturation in the sum ergodic capacities.
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Fig. 6.12. Sum ergodic capacity with Nakagami-m
fading channel versus .
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Fig.6.13. Sum ergodic capacity with Rician fading
channel versus W.

Fig. 6.14 shows the plot of maximum sum ergodic
capacity in PTP+AIP, ATP+PIP, ATP+AIP versus
spectrum(W) for N=2 and N=4 with Nakagami-m fading
channel. It can be observed that the performance remains
similar to the earlier plots of Nakagami-m fading channel.
Again nakagami-m channel has better maximum sum
ergodic capacity than the Rician channel.
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Fig. 6.14. Sum ergodic capacity with Nakagami-m
fading channel versus W.

Here we consider a cognitive radio network with one
PU and several SUs. We consider two separate fading
channels the LogNormal. We use 1000 randomly generated
sets of channel power gains h and g. Other parameters
assumed are W=1,=1.

Fig. 6.15 shows the simulation of sum ergodic capacity
in PTP+PIP, and PTP+AIP constriction against. The
simulation is carried out for N=2 and N=4 for LogNormal
fading channel. It can be seen from the figure that the
maximum sum ergodic capacity attained in PTP+AIP is
higher than that obtained over PTP+PIP for any given
number of secondary users. This is for the reason that the
power assignment is handier for SUs over the ATP
constriction than over the PTP constriction. Further
achieved maximum ergodic-capacity is better more number
of SUs.

Fig. 6.16 shows the plot of sum ergodic capacity in
PTP+PIP and ATP+PIP constricton against . The
simulation is carried out for N=2 and N=4 for the
LogNormal fading channel. It can be seen from the figure
that the maximum sum ergodic capacity attained in
ATP+PIP is higher than that obtained under PTP+PIP for
any given number of secondary users. This is for the
reason that the power assignment is handier for SUs over
the ATP constriction than over the PTP constriction.
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Further achieved maximum ergodic-capacity is better with
higher number of SUs.
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Fig. 6.15. Sum ergodic capacity with LogNormal fading
channel versus .
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Fig. 6.16. Sum ergodic capacity with LogNormal
fading channel versus .

Fig.6.17. shows the plot of maximum sum ergodic
capacity in PTP+AIP, ATP+PIP, ATP+AIP versus W for
N=2 and N=4 with LogNormal fading channel. It can be
seen that the increase in the number of secondary users
results in better maximum sum ergodic capacity. Here we
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observe that with the increase in W we found no saturation
in the sum ergodic capacities.
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Fig. 6.17. Sum ergodic capacity with Log-Normal
fading channel versus W.

6.7 Chapter summary

In this chapter, radio resource allocation problem in
cognitive radio networks, where secondary users (SUs) use
the spectrum allocated to primary users (PUs) has been
considered. The sum ergodic capacity of all the SUs is
taken as the performance metric of the network. While the
literature discussed above focusses only on Rayleigh fading
channel, the work carried out formulates the optimal
power allocation strategies to achieve the fundamental
capacity limits of a secondary network with Rician,
Nakagami-m and Log Normal fading channels which is the
main objective of this chapter. In particular, the ergodic
capacity is considered. Closed-form solutions are obtained
for all the three scenarios. Further the system model
considers a network of SUs which is hardly addressed in
previous literature. Different peak/average transmitter
power constrictions at the secondary users and the
peak/average interference power constrictions set by the
primary user are considered. The equations of optimal
power allocations are also derived under peak power and
peak interference constraints. Simulation results depicted
by both figures and tables show that the optimal power
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and bandwidth allocation for Rician, Nakagami-m and Log
Normal fading channels.
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